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CHAPTER VI

ADAI'ZIVE CONTROL APPLIED TO A FLEXIBLE VEHICLE

6.1 Introduction

In man's efforts to conquer space he is using larger and larger

launch vel_u!es. As vehicles are increased in lengthj without equivalent

increases in structural rigidity_ the valzms of their bending mode frequen-

cies arc decreased. As these frequencies decrease into the range of _he

control frequencies the control problem becomes more difficult.

This chapter is an introduction to the use of adaptive control con-

cepts to solve this problem. It surveys the state of the art, including

adaptive techniques applicable to the control of Model Vehicle No. 2. A

lengthy anno%a_ed bibliography is given in Appendix A.

In the ensuing chapter the mathematical model for a large launch

vehicle such as MV2 is discussed. Assumptions employed in the derivations

are discussed and some weaknesses in the model are pointed out.

Shortcomings of rigid body control for MV2 are considered and the

conclusion reached that the lower flexible modes (first and second) must

be controlled actively.

Based on the uncertainty of the model and on the wide diversity of

environmental conditions it is further concluded that some form of adaptive

or self-adjusting control system would be desirable..

The flexible ve_hicle control problem is related closely to signal

discrimination or state estimation. That is_ all sensors on the vehicle
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measure a combination of the rigid body and bending body signals. A

large Fortion of the control problem consists of discriminating between

the different componentsof the measuredsignals.

The tracking notch filter and the digital adaptive filter are con-

sidered as avenues of approach to solution of the discrimination problem.

It is concluded that the former is inapplicable for the first and second

bending modesof thevehicle. The latter is extremely c_mplex and appears

_mdesirable, especially in comparison wit_ the final technique considered.

_._del reference adaptive control appears to be the most versatile of

all schemesconsidered. Choice of the reference model and the form of the

controller all_s one to include all the a priori knowledge available.

_en the self-adOustment of the parameters corrects for errors in the

system coefficient'values.

Responseto disturbances is not a solved problem and this is one pos-

sibility for lharther work. Conclusions and recommendationsare madein

the final section of the chspter.

6.2 Discussion of the l_them_tical Model

Before considering a controller for the vehicle it is necessary to

investigate the existing mathematical model of the vehicle. It is especi-

ally important to k_uow the weaknesses in themodel 8o design adjustments can be

made to reduce their effects. _dcl Vehicle _o. 2 (MV2) has been furnished

ill for use in control studies. Appendix B includes some portions of

the derivation of the equations given in [i].

Essentially the vehicle equations are derived under the following

assumptions:

J
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i. The mass, thrust, velocity, etc., of the vehicle vary slowly

with respect to transients in the control loop, and therefore

are assumed to be quasi-stationary.

2. The vehicle is flying a gravity turn trajectory and the equations

are the linearized perturbation equations about a nominal tra-

jectory.

The attitude control will maintain the vehicle sufficientlyj.

c!ose to the nominal trajectory that small angle assumptions are

valid. "

4. For the purpose of describing flexibility, the vehicle is

assumed to be a free-free beam. Bending is then superposed on

the rigid body.

5. Slosh phenomena can be described by spring-mass systems properly

located along the vehicle.

For the ramainder of this chapter slosh, actuator dynmmics, and engine

inertial effects ("tail-wags-dog") will be neglected. This is not done

w_thout realizing that these effects do play a large role in the overall

response of the vehicle. For the present, though, it is assumed that the

vehicle has ideal baffles, actuator dynamics, and a zero-inertia gimbal

system. Certainly for MV2 these' effects play a lesser role than does

bendin6 •

In addition to the errors in the equations contributed by assttmption i,

the aerod_namic properties of _.N2 are altered considerably during flight

due to e_._tremc changes in velocity and altitude. So the aerodynamic

moment coefficient C1 changes widely (see Appendix B for curve) and the
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value at any time is questionable. The variations of mass, center of

gravity, thrust, and momentof inertia make it difficult to evaluate the

control moment coefficient C2, so it too is questionable. Reference [!]

sug6ests that a _ 20% tolerance be considered for C1 and C2.

Ass,&mption h, though it may appear questionable at first _lance, is

not entirely _thout justification. Through experience, reasonably good

anal_icai teu_niques have been developed for predicting the bendin_

frequencies and normal mode shapes via a beam equation analysis. However,

errors are present. $uperpozition o_" the flexible body on the rigid bo_v

is val_d o_!y for slight bending; i.e., the lateral deflection or bending

must be small enough that the motion in the direction parallel to the

vehicle _xis is ne6!i_ible.

Appendix B includes _ derivation of the bending moment of _N2. The

expression is valid orgy for small an_les.

To s_arize, the vehicle equations contain coefficients whose values

are indefinite. In designing s controller the effects of errors in

ass,i_ed va_ue= should be zininized. A means of accomplishing this is to

use an adaptive controller.

C..3 Conventluna! Control

This =ection considers some of the conventional techniques for attitude

control of a launch vehicle. Their relation to the control of 5_2 is

discussed.

6.3.1 Rigid Bod_ Control

Z_ e_ri_ approach to the design Of an attitude control system

form launch vehicle was to ass'<me that the vehicle was rigid. For this

a_z'_tion to be valid there must be s sufficient separation betwee_ the
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rigid body control frequencies and the first bending mode frequency.

Geissler [2] points out that the amount of separation needed is difficult

to determine exactly, but indicates that factors of 3, 5, or even I0 may

be reasonable.

Rigid body control frequency bandwidth is chosen around 0.2 to 0.9 cps.

_ue first bending frequency of I.N2 falls in the range 0.343 to 0.464 cps

during the flight. At the outset one should note that ignoring the bending

of _N2 is not reasonable. The first (and perhaps the second) bending

should be controlled actively.. Nevertheless it is worthwhile to discuss

a few of the rigid body centres methods.

First, consider some of the problems faced by the engineer. The

aerodynamically unstable vehicle is buffeted by winds of an unknown nature.

_ne vehicle must fly on or near its nominal trajectory without breaking

from .excessive structural loading. A bounded control effort is available

to reduce lateral drift, attitude ancle, and bending moment. These _ill

often be conflicting interests.

The two most o_en discussed [2,3,4] rigid body control methods are

the so-called "Drift Minimum Principle," DMP, and "Load _nimum Principle,"

LMP. The discussion below will be with respect to the rigid body equations

only, which are

•£ = C3C + C_ R + C5¢ R

= CR - C7/ + _ w

and a linear control law, assuming ideal actuator and sensors, is

_R = aoeR + aleR + boG.

(6.1a)

(6.1b)
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_e bending moment for thc rigid bod3, can be expressed as

B_(x) = _(x)a + K2(x)_ R (6.ic)

All terms are defined in Appendix B.

Assuming all C. constant, the transfer function from V to _ is
i W

(s)=V
%,-

-'Is2 + ale2s + Cl + (ao _ bo)C2] + P(s)

P(s)
(_.2)

whcre the characteristic equation is

P(s) = sF + [alC2 + CT(C3_boCS)]s2

+b +
+ [C! + (a° o)C2 alCT(C2C 3 - ClCh)]s (6.3)

+ CT[ao(C2C 3 - ClC h) - C5(C 1 + boC2)]

Assuminc the feedback gains have been chosen to yield a stable con-

troller, the final value theorem cmn be used to exs..ninethe steady state

drii_ rate for a constant wind velocity. It is found to be _ = V
SS W

(the const_qt wind velocity). Setting the coefficient of the zero power

of s in the characteristic equation to zero yields the condition

b °2c_" clc_ c1= a - -- (6.1+)
o C2C 5 o C2

A stable controller satisfying this relationship yields

= alC7(C2C3 " CLC4) V (6.5)
SS W

(a° + bo)C 2 + CI + alC7(C2C 3 - ClC_)

(6 5) it can be seen the z can be less than V by choosingLxamZning Eq. • SS W

(a° + bo )c°-+ Cl> 0 (6.6)

Therefore it is defined that the DMP is that control mode in which Eq. (6.&)

is satisfied.

If bo is larger than the right hand side of Eq. (6.4) the control \
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is unstable, so it is advisable to use slightly less than the equality

for b to protect against the possibilities of inexact parameter values.
o

The effect of usinc the D_ is that the vehicle turns itself so

that the components of force due to aerod_u_amic and control inputs cancel,

thus reducir_ the drift.

As the vehicle Fasses throu6h .mach 1 and the regions of jet winds

and maximum aerodo_mic pressure (max q ) a different approach is needed

for the controller._ By ex_,nining the bending moment given by Eq. (6.1c)

one can make the following observations. Provided the controller is main-

taining the vehicle approximately on the nominal trajectory the value 'of

"_R will be reasonably small and well d_,-ped. Even if b o is large enough

ot

to make the system s_owlyunstable", CR will build up slowly at first.

Furthermore c7 has by this time become small so we can say that

7)

Especially in the ease of extremely large wind disturbances one can see

that the bendir,_ moment is hlgkly dependent on _ • This gives rise to

the L_, or angle-of-attack control, in which a -- O. _is mode is an
o

unstable mode except for the smallest of b values, which would be inad-
o

equate because small b implies slow response time. The LMP cannot be
o

o

applied over extended periods of tLme, for @, @, and z would increase to

a point, at which the above reasoning becomes invalid.

Therefore _he DA_ tends to reduce the lateral drift rate and the LMP

tends to reduce angle-of-attack and, consequently, the bending moment.

These control modes are not arrived at by optimal control techniques so

the term "minimum" is a misnomer. The reasoning behind the D_P relies

heavily on stea,J£/ state response to a constant wind. Unless the control



bandwidth is high with respect to the frequency of the changing wind

velocity, muchof this reasoning is invalid. The LMPturns the vehicle

into the wind in order to decrease aerodynamic loads, leaving ¢ free to

do as it will.

Several disadvantages are incurred in these control modes. The DMP

requires that Eq. (6.4) be satisfied at all times. This is a preprogrammed_

controller which will cause difficulties because of the uncertainty of

the values of the C.. The LMP leads to instability and is applicable only
l

for short periods of tLmc. Neither of these have accounted for the flex-

u_'e of the vehicle.

Provided the bending of the vehicle can be maintained with reasonably

small limits the following approach might be considered. Use the DMP

durin_ the early part of boost; change to LMP during the region of

jet winds and max q, then change back to the DMP afterwards. Excessive

departurez from the n_minal trajectory during use of the L_ could be

corrected by maneuvers commanded for the guidance loop. This gives

encouragement to the idea of using different performance indices, or a

tLme variable PI.

Further discussion of the D_._ and LMP, also referred to as Minimum

Drif_ Control (MDC) and _tinimum Load Control (MLC) is given in Appendix E.

G.3.2 Flexible Body Control

Once the rigid body controller has been decided upon it is

necessary to ex_.nine the effects of bending. The early attempts to

reduce bending fall into the categories of "gain stabilization" and "phase

stabilization". "Gain stabilization" in essence consists of low pass

filtering all sensed signals to remove the bending signal. For this to



operate, it is necessary to have separation of control and bending fre-

fl _ * • 11

quencies. Another means of _aln stabilization is by placing the sensors

in a manner so as to measure only the rigid signal. For instance, by

placing the rate g/fro at an antinode it senses only the rigid body portion,

_,....._,_.-_,-__...,_ this is the only bending mode excited. Drawbac_.s to _'_,_,sare

the movement of the antinode during flight and the presence of additional

modes.

"Phase stabi!ization" consists of feeding back bending signals with

a pi_ase relationship leadin_ to i_mreased damping; specifically, on-_ may mount

a rate gyro aft of the antinode to assure proper phase for the first

bending mode.

For MV2 these general sc.I:emes are applicable in various forms, however

to achieve either by proper placement of a sensor is doubtful due to the

uncertainty of parameter values. The next section discusses several approaches

more applicable to MV2.

5.!, Adartive Control

The concept of adaptive .control, as used here, i_ explained below.

Reasons for needing an adaptive controller for t.N2 are given. Several

possible techniques from the current literature are discussed in relation

to the control of MY2.

6.4.1 Need and Definition

The aiscussion in section 6.2 of the mathematical model or vehicle

equations for _N2 came to the conclusion that the form of the equations,

while not exact because of linearization, is a reasonably good assumption.

_e model becomes very complex and of high order when several bending modes

are included. The slosh, actuator dynamics, and motor inertia are still
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not neglected here; they too add to the complexity. The parameter values

are time varying and any numbersarrived at for them are highly question-

able.

During its fli6ht MY2is buffeted by winds of unpredictable magn£tude

and direction. These wind& can have large effects on the vehicle: exces-

sive drift off of the nominal trajectory, excitation of bending oscillations

on the vehicle, and large bending loads which could destroy the vehicle

or cause an abortion of the mission.

_erefore the problem is to design a controller which will fly the

vehicle along its nominal trajectory without exceeding allowable bending

momentand control angle requirements and furnished with the following

information (or misinformation).

i. Vehicle dynmmicsof highly questionable accuracy.

2. Unknowndisturbance inputs (_nds).

9. Widely changing environment and plant, which will require a

versatile controller.

A conventional or fixed controller is designed to perform well within

a range of conditions of environment, inputs, and disturbances. There

is usually a trade off between how well and the size of the range. A

conventional controller usually behaves poorly under conditions other than

those designed for. The conditions associated with MV2vary over a very

large range.

Consequently the possibility of a prescheduled or programmedcon-

troller should be considered. In such a controller, the pertinent infor-

mstion about the conditions the system faces are measured. Then the cor-

rect controller is chosen fro_., a previously prepared table. _e D_ falls



under this general category. The designer must have a good set of

equations to work with, and needs to make extensive tests on the system

to insure the proper gain combinations are chosen. For _.r¢2the equation

parameters are questionable and flight tests are infeasible due to the

expense.

_ne obvious conclusion is that for _J2; because of its high degree

of flexibility and for other reasons discussed above, an adaptive control

system is desirable.

Gibson [)] defines an adaptive control system as one which compares

its performance to that prescribed by an index of performance and adjusts

itself _oward the optimum according to this criterion. In doing so it

performs the three functions of identification, decision, and modification.

In this discussion the classification is broadened somewhat. An

adaptive or self-adjusting control system is one which includes any means

of automatic adjustment which improves the control performance. The

differences and sLmilarities between these definitions can furnish mater-

ial for endless debate.

In general_ any adaptive control system depends heavily on the perform-

ance index. Often the control objective can only be stated in vague words.

It is extremely difficult to translate this into a realistic PI. For

I,N2 it is required to fly along the nominal trajectory without bremking

up and using only the available control. This is obviously a vague state-

ment and it is difficult to formulate it as a precise integral or final

value performance index. This is the weakest link in any optimization

_roblcm. Since adaptive control is effectively on-line optimization this

remains a weak link.

Reducing or eliminating bending is a necessary requirement for the



_,N2controller. The bending momentmust be maintained within safe limits

and the control effort is bounded. The drift, attitude angle, and their

rates are especially important at the end of the flight, though if one

considers the entire set of vehicle equations rather than the perturbations

about the nominal trajectory it is not entirely obvious that these quan-

tities (especially z and _) should be kept small at all times.

At this point no specific index of performance will be offered.

Instead the discussion will be directed toward possible adaptive techniques

applicable to the problem. Andeen [6,'/] discusses five categories of

adaptive techniques for stabilization of large, f_exible vehicles. They

are l) rate-gJ_o blending, 2) tracking notch filters_ 3) multiple sensors,

_) model referencellimplicit systems, and 5) rigid body separation. Rate-

_'ro blending_ actually a subcategory of multiple sensors, consists of

mounting two rate-gyros so that one is fore, the other aft of the first

mode antinode. The signals are added and the relative gain of the two is

adjusted to either eli_izate the bending (for gain stabilization) or feed

it back with the proper phase for increasing the damping of the bending

mode (phase stabilization).

Below other techniques are discussedwith relation to their applica-

tion to the control of _,N2.

6.4.2 Tracking Notch Filter

All sensors mounted on a flexible vehicle, such as _N2, measure

a combination of the rigid body and flexible body information. This

combination varies along the ve_c!e as the normalized mode shapes and at

any station it varies _th time of flight. It is necessary to obtain

separate signals for tile rigid body and flexible body from the measured
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signal if one insists on superposition of bending corrections on a rigid
o

body analysis. One must actually separate the flexible signal into compo-

n.uu_ for each tending mode. Once the engineer has at his disposal the

separate signals (or equiva!ently_ knowledge of the combination) lie may

c©nLinc them in such _ mariner as to effectively control the vehicle. In

essence the engineer is faced with a difficult problem of signal discrim-

ination or state estimation.

The problem may be stated in terms of" "bN2 for one bending mode as

The measured .signal _ is a stu_mation of the two states ¢R

(t,x) = CR(t) - Yl'(t,x) _l(t) (o.8)

where 'Yl'(t,x) is the slope of the first normalized mode shape mt time t

and station x. Predominantly ¢R is a damped second order sinusoid

-at
CR(t) = e (A sin _Rt + B cos _R t)

and the tending signal is an undamped second order sinusoid

,li(t) = C sin ,.,Bit* D cos _Blt

The problem is to obtain _R and N1 from a

(o.io)

It is even more complicated

since there are also higher bending mode signals and measurement noise in

One approach "for separating these signals is frequency discrimination.

For a case where _B /mR is sufficiently high they may be separated by

1

low pass filtering to obtain ¢ R" No precise number can be given for

_B /_R but [2] does mention the possibilities of 3, 5, or even i0 being

reasonable. As _BI and _RaPproach each other i_¢ pass filtering becomes



inadequate. The control problem also becomesmore difficult. With wide

separation the bending can be neglected provided only CRand other rigid

body signals are fed back.

A sharply tur.ed (narrow rejection band) notch filter can be used to

reiect the _BI signal. For WBland _R close together, the rejection band

must be made narrow enouch not to interfere with the _R signal. For _N2

these frequencies are very cloze and possibly WBl could be less than _R

at some tines. A scheduled tunin 6 of a notch filter is still feasible

provided that a sharp notch is available and accurate a priori knowledge

of _ is available throughout the flight.

Earlier discussions emphasize that although analytical techniques

are q_te advanced, an exact tabulation of _BI is not possible. The re-

jection band or notch must be very narrow for the first bending mode of

l_J2 to reduce interference with the rigid body signal. So a slight error

in the tabulation could result in passing the bending signal virtually

undist_rbed through the filter for the entire flight. No separation

would be obtained in this case.

A tracking notch filter can be used to eliminate the need for tabulating

_B!. The block diagram of such a unit is depicted in Figure 6.1. A

transfer function representation is used though it should be recognized

thst this is really invalid when _E _ the current estimate of _BI , varies.

The input x is passed through a band pass filter tuned to the current

value of _E" This allows the frequency tracking unit to operate on a

signal containinz primarily the frequency of interest.

Several frequency tracking units are discussed in the literature [6,83

and one example is depicted in Figure 6.2. _ne operation of this unit is



as follows. The signal y is ass'&medto be an undampedsinsoid

y = A sin _BI t

with second derivative

2 2
"_ = -_B1 A sin _BI%= -_BI y

_nc fol]owin_._ relationship is obviously true

(6.11)

(6.1_)

Substituting Eq. (6.14) into Eq. (6._,._n)yields

db = 2kAe = Ke (6.16)
dt

and due to the arbitrary nature of k it is reasonable to lump 2}u% into a

no'.:constant K, to be chosen by the designer. The lags are introduced in

both paths to avoid the pure differentiation.

It is necessary that _B1 be separated from the rigid body frequencies

for such n self-adjusting system to operate. Otherwise the frequency

tracking "_nit might track the _._or_ signal, loading to disastrous results.

It is concluded that the use of a tracking notch filter to reject the

first bending_, signal of _N2 is inadvisable, due to insufficient difference

b,?tween _. and _R"

0.4. 3 Digital Adaptive Filter

At this point the prospects of frequency discrL_ination between

The adjustment equntion which changes b in the direction of steep descent

2

-- mBl A = 1" 1 (6.13)
0 2 2

It is _,_{_,_ to adjust b=w_ , the estimate........ . _B 'to minimize e , where
i

= I':_,i _'1:rJ : ^( 2 .) (_.14)
" _1
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rigid and flexible body signals appear tu_promising. Discrimination based

on frequency and da_nping has been suggested by Zaborszky et al [9]. The

technique is described briefly below.

In general _he ri6id body response ismore highly damped _han that

of the flexible bcdy (Eqs. (5.9) and (5.10) indicate typical responses).

th
_ua it is asstLmed that ©R can b.. estimated at the n

model

-at

_R(tn) = e n (5_ c°_ WRtn + BN sin WRtn)

sample time by the

(6.17)

For the present only a two parameter fit is discussed. _ and BN are the

values estims_,ed at the N th sample time. The deviation from the measured

th
signal O(t) at the n sample time is

d (tn) = @(tn) - ¢R (tn) . (o.18)

_.cn _R(t) = @R(t), the deviation d(f) is the bend_ing signal. This

technique is used as part of the attitude control loop, and the objective

of the control is to feedback a signal such that the bending is reduced.

The signal fed back to the controller is 0R. During the time interval

t(_) --tN _<t < tN÷l,*Risco_p_teausln_tN,A_,.ridBN. _ isthe

seump!ing period.

to minL,nize

Using the M most recent samples of _, AN and BN are chosen

M

--2,_2(ti)d2(ti÷N-M)
i=l

(_.zg)

where w(t i) is a weighting function.

The necessary conditions which must be satisfied are

AI = o 81
N (6.20)
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Define the _vecotrs UA, UAW, UBW, and ¢ whose ith components are

-ati+N_ M
UA. =-W(ti) e cos wRti+N_ M

l

"ati+N_ M
UB. = -W(ti) e sin _Rti+N_M

i

UAwi = W(ti) UAi

U = w(ti) UB.
EWi

$i = ¢(ti+N-M)

Define the scalar products

T

UAUA

(6._1)

(6.22)

T
bBB = UB UB

and finall3_ define the M.vectors

V ___

A o

bBBbAA - b_

:UA_AB " UB_-bAA

VB= 2
bBBbAA - bAB

\

I

(6.23)

Solving Eq. (6.20) and applying all the terms defined in Eqs. (6.21),

(6.22), and (6.23), it is found that the value for AN and _ should be

_ = VAT

T
BN = VB

(6.24)

The system operates on the measured signal only during transient
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periods. I._ans are included for sensing a transient. Then a fade-in period

occurs durir_ which M increases from i to the desired value. During this

time the computer is storing sample points. From the time of the initia-

tion of the new transient, the controller receives the estimated signal

OR for use ai feedback. Since the current Value of R(tN is calculated

only aDter the computation of _ and BN we should consider Eqs. (6.24)

Note thht the VA and VB vectors are independent of ¢ and can be precomputed

and stored. Then it is necessary to inse_ the newest measurement ¢(tN) ,

shifting out the oldest, and to compute _ and BN. The computation tLme

enters as a transportation lag. This can be partially eliminated by

<:mploying &n extrapolation on the AN and B N values.

It is also possible to use a four parameter fit, in which a s_nd _R

are eztimated. The computation per stage is considerably higher.

Several observations can be made concerning this technique. It is

a complex technique requiring: 1)sensing of the beginning'of a transient,

2) estimation during fade-in, 3) extrapolation to reduce the effect of

lag for computation, and 4) a digital computer with A to D and D to A

converters. _ne concept of importance here is the discrimination between

rigid,body and bonding body signals based on damping and frequency alone.

Assuming _R as given by Eq. (6.17) is 'equivalent to assuming a model for

the rigid body signal. Then this model is adjusted to more nearly repre-

sent the true case.

For _._2 the flexible modes are lightly damped. With a controller

placed on the vehicle the damping of the bending modes is increased.

Therefore, here as in other techniques, the rigid body and flexible body

signals have sir_ilar characteristics. Application of this technique to

the control of .k_2 would be a difficult problem due to the complexity of
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the technique.

Several recent contributions have been made in the area of state

estimation fornonlinear systems. Sridhar et al [i0] and Detchmendy [ii]

are two examples. The prospects of a sequential estimation scheme are

considered an_ found promising. At this time a considerable amount of

digital solution is required in the use of these techniques.

6.4.1; _del Reference Adaptive Control 2 _%AC

_e tracking notch filter is a means of separation of migid and

bending signals by frequency discrimination. The digital adaptive filter

azs_cs a form or model for the rigid body feedback and adjusts this model

to _.ninimizing the bending. In this respect the digital adaptive filter

is similar to. a model reference adaptive controller, _AC. A review of

the design capabilities of MRAC by Whitaker [12] and papers by Kezer,

Hcfr.a_n, and Engel [13],'Clark [14] and others [6, 15] discuss several

applications of _,_IAC.

For the b[_AC the goals or performance criteria of the system are

incorporate_ into a reference model. This real-time model iz driven in

parallel with the controlled system. A feedback controller is specified

except for the parameters to be self-adjusted. The response error is

formed from the difference between the desired output from the model and

_he system output. Certain parameters of the system are adjusted in a

closed-loop fashion to minimize the short term average of the squared error.

A block diagram of a general _._AC system is given in Figure 6.3.

The formulation of an index of performance following the line of the

discussion in Section 6.&.l is not required. Instead a model must be chosen

whic_ characterizes the desired response to the co_nand input. Reference [13]

discusses the relationship between the reference model and time and frequency
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domain performance criteria.

- The probl_m of identification of the system is one which need not

be solved exactly for MRAC. RIo engineer needs and can use all the

a priori knowled6e at hand_ but it is only necessary to be sure that the

form of the self-adjusting controller is versatile enough to conform the

system output to that of the model. Obviously the more information known

a priori the better the design wi!l be.

Once the reference model and the form of the controller have been

chosen the output Yo from the system must be obtained. For example, in

Reference [i5] the reference model was chosen to be an open circuit between

command input and first bending mode response,

Yd- _ 0= _la

No direct measure of G1

thus

(6.a5)

is available so the output unit consists of two

rate-g3_os, one fore (XF), the other aft (XA) of the first antinode.

in terms of _r2 with first bending mode,

l

l

* (XF):*R- Yl (xF)nl
#

_ud YI (XA) > 0, Y1

obtain

Then

(XF) < 0 which allows us to take the difference t-e

I l

K '_i = [YI (XA) - Y1 (YT)] _i = _ (XF) - i (XA) (6.27)

and integrating we cet

Yo : K

The adjustable parameter is the relative gain on the two rate measure-

merits which are summed and used in the control loop. This reduces to a

form of rate-gbTo blending wherein the relative gains of two rate--gy_o



measurements are adjusted to minimize the short term average of the

squared response error. In this case the error is the negative bending

and the parameter P is adjusted by

_e

Because P has no effect on Yd (even it it isn't assumed zero as in this

cas'2 )

_e _Yo
:- 37- (0.}o)

and this signal can be obtained by passing the signal at the input of

the gain P through a filter containing the control system transfer function

(asa's.ruingat least a quasistationary system). The system is ur2cnown because

no identification is performed. However; a model has been chosen which,

as the control parameter approaches its optimum setting, will be closely

approximated by the system. Therefore this filter can be approximated

by the model.

Several disadvantages arise in the use of _._AC techniques. _ne rate

of adjustment of the parameter depends on the error. As the error becomes

small the parameter changes slowly. Then if a large disturbance or command

input enters the system P can become very large. The system behavior

was exm._ined assuming P small, so that transfer functions could be used.

For P too small, the system is sluggish. Reference [i_] includes a

study of this problem and suggests a pes]_ holding technique for its

solution. That is, when a large value of P occurs it is stored on a

capacitor and is discharged slower than the transient of the system signals.

The time constant of the holding circuit is another parameter at the de-

signer' s disposal,

Behavior in the face of disturbance inputs has not been sufficiently
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studied. When disturbances enter the system the parameters adjust so

as to nullify their presence, because the zodel is unaffected and Yo must

follow Yd" What is happening to other variables in the system is question-

able. This is a drawback to characterizing the response of a complicated

system by only one output. Then (with the parameters off their optimum

setting for following co_zaand inputs) when the disturbances shift or cease

the system must readjust to again reach its optimum.

In spite of the disadvantages discussed above, model reference adaptive

control is the most promising technique mentioned here. It has the advan-

tage of being a closed loop system even if the adjustment loops fail.

Also an engineer can bring to bear all his a priori F_owledge in choice

of the reference model and the form of the controller. The _AC technique

is extremely versatile and it is recommended that it be studied further.

6.5 Conclusions and Proposed Extensions

Naturally an exact description of the vehicle to be controlled would

be helpful. However, since an engineer can never e,,_pect such a situation

(1.5r2is tsqoical in this regard; C1 and C2 can vary by _+ 20% at any time in

flight)_ a control scheme based upon such knowledge is probably Lmpractical.

The rigid body modes of conzrol should only be applied to _,N2 after

(:onsiderab!e care has been taken to ascertain the effects of bending. It

appears that the first bending mode should be controlled actively, thus

changing the DMP. The LMPis reasonable during flight through regions of

high aerodynamic loa_ing. , _''

L_herent in the _2 control problem is a problem of signal discrimina-

tion. _ice the rigid body and flexible body signals are separated_ it is

possible to design a controller which damps out the bending while satisfying
. . .'

the other ss'ste_ requirements. Separation by 2ow pass filtering is impractical
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for the first bending mode °because _B and _R will most likely be too
1

close together. A preprogra_ed notch might reject the first bending

sicnal with little effect on the ri6id body information. This prepro-

cr_-_T_ng would require accurate knowledge of _BI during flight. A

tracking notch filter to reject the _BI signal could run into difficulties

because of the close proxim/ty of _BI to u_.

A me_ns of partially circumventing this signal separation problem

r._y be to use a complete adaptive control system. Not only is a frequency

tracked, bt_t the controller itself adjusts for optimal performance. The

most versatile are the model reference adaptive control techniques. In

this configuration the system is a closed-loop control system in which

certain parameters adjust themselves automatically.

To apply model reference techniques to MV2 it is necessary to choose

a reference model whose output characterizes the desired response. System

behavior is the presence of disturbances is an unsolved problem. For

instance, the controller tends to maintain the response error small, but

other variables may not be. Some measure of the importance of this effect

should be obtained.
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APPENDIX A

A_OTATED BIBLIOGRAPHY ON ADAPTIVE CONTROL

During compilation of this llst, primary emphasis was placed on

work reported in recent years. Other bibliographies are available for

_st years; e.g., Stromer [ll8 of this list]. Rather than limit the

search, "articles are included which do not relate directly to the

Model Vehicle No. 2 control problem.

Entries are arranged by years, most recent first, and alphabetically

within each year. For brevity the follo_ing abbreviations have been used.

NEC Transactions of the National Electronics Conference

JACC Preprints of the Joint Automatic Control Conference

PGAC Transactions of the Professional Group on Autc_atlc Control

of both I.R.E. and I.E.E.E.

JBE Journal of Basic Engineering of the A.S.M.E.

IFAC Transactions of the International Federation of Automatic

Control Congress.

A&/IC Automation and Remote Control

[i]

[2]

Gul'ko, F. B. ; Kogan, B. Ya. ; Lerner, A. Ya. ; Mikhailov, N. N. ;

Novesel'tseva, Zh. A. , "A Prediction Method Using High-Speed

Analog Computer and its Applications," A&RC, Jan. 1965, pp. 803-813.

This article deals with a method for the optimal or nearly-

optimal control of a plant by means of prediction and with the

design of analog prediction units.

Hamza, M. H., "Synthesis of Extremum-Seeklng Control Systems,"

A&RC, Feb., 1965, P. 1038.

A method is outlined for the design of high speed extremal

controllers. The method is based on the feeding in of test signals

or periodic alternation of the input signal polarity and measure-

ment of the discontinuities produced in the corresponding derivative

output signal.
L..



-A. 2 -

[4.j

[6]

[7]

[9]

Mcdvedcv, G. A., _ynthesls of As_nptotic Optimum Dual-Mode

Control Systems," A&RC, Fob., 1965, p. 1050.

A modification procedure is u_e6 to solve the fundamental

equations of dual mode or bistable control theory leading to a

two-stage search for solution that is amenable to natural

interpretation. One stage of the solution consists of finding

an optimum estimate for the unknown parameters of the controlled

process, called minimum loss estimate. The application of the

method is illustrated by examples.

Terpugov, A. F., "Optimality Criteria for Dual Control Systems,"

A&RC, Feb., 1965, p. 104_.

Dual control systems with incomplete information on the

n_bcr oi" performance steps or the object characteristics are

investigated. Simplified versions of the optimality criteria

are proposedwhich lead to asymptotically optimal systems but

which are simpler analytically, z _ i : .....

Aoki, t4., "On Performance Losses in Some Adaptive Control Systems,"

JACC, 1964, p. 29.

This paper is concerned with the problem of how long a time

lapse there should be between the time data starts being collected

and the time actual parameter modifications are made.

Cox, H., "On the Estimation of State Variables and Parameters

i'or Noisy Dynamic Systems," PGAC, Jan., 196h, pp. 5-]2.

Using an on-line real-time digital computer, a probability

f_ctiiDm, and dynamic progra:_ing a technique is developed to

estimatc the sSatcs of a system.

Haas, V. B., "Large Signal Adaptation for Multiple Input Plants,"

PGAC, January, 1964, pp. 39-46.

Concerned with obtaining optimal action by varying more than

one parameter. Uses a passive controller and a controller which

adapts to changing plant parameters; the adaptive controller

switches relays. Applied to linear plants with constrained inputs.

Hill, J. D. and M@:urtry, G. J., "An Application of Digital

Computers to Linear System Identification," PGAC, Oct. 1964,

PP. 536-538.

Discrete interval binary noise perturbation signal used with

cross correlation to identify the plant impulse response.

He, Y. C. and Lee, R. C. K., "A Bayesian Approach to Problems in

Stochastic Estimation and Control," PGAC, Oct., 1964, pp. 333-339.

Estimates the states of a system where the K th estimate is ....

based on all preceding estimates.
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[io] Horowitz, I. M., "Linear-Adaptive Flight Control Design for

Re-Entry Vehicles," PGAC, January 1964, pp. 90-98.

Considers designing a linear controller to compensate for

atmospheric changes on control effectiveness in X-15 rocket plane.

Ill] Horowitz, I. M., "Comparison of Linear Feedback Systems with

Self-Oscillating Adaptive Systems," PGAC, October, 1964, pp. 386-392.

A "design" procedure is developed for an adaptive controller

and applied to a plant. The resulting controller is compared

with a linear controller for the same plant.

[]23 Jacobs, 0. L. R., "Two Uses of the Term 'Adaptive' in Automatic

Control," PGAC, October 1964, pp. 574-575.

Draws a distinction between "adaptive" and "model-adaptive."

[l}] Kaufman, H. and DeRusso, P. M., "AnAdaptive Predictive Control

System for Randam Inputs," PGAC (Short Paper) October, 196h,

pp. 540-545.

Utilizes a fast time predictive model to decide which polarity

of a bang-bang control input should drive the plant. The model

adjusts itself to better represent the plant.

[14] Y_nowles, J. B., "The Stability of a Proportional Rate Extremum

Regulator," PGAC, July, 1964, pp. 256-26_.

Considers noise. Mean square error criterion. Computes

optir-_l cain setting from estimates of measurable mean square
• 4"error. Stability investigated. Experimental results given.

Assumes parabolic operating characteristic.

[15] Kozlov, O. M., "The Problem of Conditions for Identity of Systems

that arc Optimal with Respect to Different Criteria," A&RC,

April, 1961_, p. 1524.

The author studies conditions under which opti_mlity of a

system relative to one of the criteria in a certain class of

quality criteria for automatic control systems entails optimality
relative to all other criteria in the class.

[16] Krutova, I. N. and Rutkovskii, V. Yu., "Dynamics of a First-Order

Adaptive system with a Mode_'A_:RC, August, 1964, p. 175.

The influence of error algorithms, of the number of adjustable

coefficients, and of their law of variation on the perfol_ance of

an adaptive system with a model is considered. It is shown that

the introduction of coefficient-variation adaption as a function

only of the mismatch in the coordinates of the model and of the

system and allows stabilization of the system when the self-

aligning coefficients are negative.
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[17] Krutova, I. N. and Rutkovskii, V. Yu., "Effects of Integrals in
LawsGoverning Variations of Modified Coefficients on the Dynamics
of a Self-Adjusting Systemwith'a Model," A&RC,Nov., 1964, p. 441.

The effect of the integrils in the laws governing variations

of the modified coefficients in the feedback loop (Kf) and the

control-si£al circuit (K_) on the process of motion in a self-
adjusting _ystem is considered.

- "A Note on Ccr..bined Identification[IUZ K,%v.ar, K.S.P. and Sridhar, R.,

and Control," PGAC (Correspondence), Januarv 1964, p. llS.

Introduction to Specific Optimal Control coupled with

identification.

[19] Kumar, K.S.P. and Sridhar, R._ "On the Identification of Control

Systems by the Quasi-Linearization Method," PGAC, April, 1964,

pp. 151-154.

Uses quasi-linearization technique to evaluate the coefficients

of the assumed form of the plant differential equations.

[20] Kuntserich, V. M., "Investigation of One Class of High-Speed

Adaptive Control Systems," A&RC, May, 1964, p. 1527.

_c author describes a method of continuously varying the

relative damping in both continuous and pulse systems. He obtains

nonlinear differential and difference equations for adaptive

systems with a method proposed for measuring quality criteria.

Hc gives the results of simulating several types of adaptive systems.

[21] Kus.hner, H. J., "On the 0ptimtur. Timing of Observations for Linear

Ccntrol Systems with Un/_o_u_ initial States," PGAC, April, 1964,

pp. 144-150.

Shows that optimal timing of observations may be important.

Done for a plant with linear dynamics, quadratic cost function,

and no magnitude constraints.

[22]

[23]

Leibovic, K. N., "The Principle of Contraction Mapping in Nonlinear

and Adaptive Control Systems," JACC, 1964, p. }4 (also in PGAC,

October, 1964, pP. 393-398)-

In this paper the concept of contraction mapping is suggested

as a means of controlling a plant. The paper only introduces

this concept and does not indicate in any detail how one may

design systems using it.

1, •

Levin, M. J., Estlmation of a System Pulse Transfer Function in

the Presence of Noise," PGAC, July, 1964, pp. 229-235.

Coefficients of a pulse transfer function are obtained as

components of eigenvectors involved in an equation associated with

cross-correlation of inputs and outputs. Noise is considered and .
certain variances are computed. Least squares estimates also

discussed. '



[25]

•"_C "]

[27]

[28]

[29]

[3o]

[}l]
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"OnMendel, J.M., the Use of Orthogonal Exponentials in a

_bedback Application," PGAC, July, 1964, pp. 310-312.

Extension of the identification scheme discussed in Mishkln

and Braun using orthogonal exponentials.

Miller 7 R. W. and Rob Roy, "Nonlinear Process Identification

Using Decision Theory," PGAC, (Short Paper) Oct., 1964, pp. 558-540.

Narendra, K. S. and McBride, L. E., '_lultiparameter Self-

Optimizing Systems Using Correlation Techniques," PGAC January,

1964, pp. 31-38.

Uses gradient in multidimensional parameter space. Orthogonallzes

to get independent parameter variations. Results given for linear

time invariant systems. No test signal or parameter perturbation

arc required. Cross correlation is used to obtain the gradients.

Narendra, K. S. and Streeter, D. N., "An Adaptive Procedure for
,l

Controllin G Undefined Linear Processes, PGAC October 1964,
PP. 545-548.

lu_ extension of paper by Narendra and McBride in PGAC, Jan.,

1954. Cross correlation techniques utilized to obtain gradients

with resl_ct to controller parameter variations. Mean square

error is perfonmanee criterion.

"OnNelson, W.L., the Use of Optimization Theory for Practical

Control System Design," PGAC, Oct., 196_, pp. 469-477.

Perfol_ance bounds relating various competing performance

:'cquirements of a system are evaluated using optimization techniques

so that ultimate trade-offs achievable between these requirements

arc well understood. Using a specific example (Satellite Attitude

Control) a perfarmance surface is obtained relating fuel expenditure

and control time to initial conditions. A controller is designed

from this information.

"OnPearson, A. E. and Sarachik, P.E., the Formulation of Optimal

Control Problems," JACC, 1964, p. 13.

This paper presents a review of optimization literature

emphasizing the essential similarity of formulations introduced

therein. Included in the paper is a derivation of the Euler-

Lagrange equationsvia the gradient of a given index of performance.

Perlis, H. J., "The Utilization of Extremal Correlated Signals to

Reduce the Self-Adaptive Cost Function," PGAC (Correspondence)

Jan., 1964, p. 116.

Perlis, H. J., "The Minimization of Measurement Error in a General

Perturbation-Correlation Process Identification System," PGAC,

Oct. 1964, pp. 339-345.



/

[32]

[33]

Ira]

[35]

,r36]

Using sinusoidal perttu-bation signals impulse response

ucasu_cments obtained for linear time varjing systems. Noise

measurements included. Cross correlation techniques employed.

_en used inan adaptive loopidentification not preferred.

Instead an error is measured and minimized.

Raevzkii, S. Ya., "Statistical Method for Determining Essentially

Nonlinear Characteristics of Plants Under ContrOl," A&RC,

Nov., 196_, pp. 81_-820.

A method is proposed for determining the essentially nonlinear

characteristics of controlled plants. The method is based on

general results in statistical dynamics. Some aspects of the

method of practical importance are considered.

Sugie, N., "An Extension of Fibonaccian Searching to Multi-

dimensional Cases," PGAC_ January,1964, p. 105.

Self-explanatorytitle. One probleminthe extension is that

the number of points to be searched goes up quite fast.

Tyler, J. S., "The Characteristics of Model-Following Systems as

Synthesized by Optimal Control," JACC, 1964, p. 40 (also PGAC,

October, 1964, pp. 485-493).

This paper presents extensions of Kalman's work on the use

of models in optimal control. It is pointed out that the use of

a model extends the useful range of quadratic performance indices

for linear systems.

Zaborszky , J. and Humphrey, W. L., "Control Without Model or

Plant Identification," JACC, 1964, p. 366.

In this paper, the problem of controling an unknown, nonlinear

time-varying plant is considered. A model of the plant, based

upon measurements, is obtained using a volterra series. Control

is based upon the current response of the plant and on the

"current sensitivity" of the plant to input disturbances.

Belenkii, A. A. and Chelyutkin, A. B., "The Dynamics of a

Continuous Automatic Optimizer for One Class of Systems," A_.RC,

November, 1963, PP- 720-734.

Dynamics of continuous, automatic optimizers in perturbation-

controlled systems are considered for systems with automatic

adjustment of parameters. Transient responses and stability

conditions, under statistical as well as deterministic perturbations

are analyzed. A pseudo cross correlation function to remove

influence of noise.
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[39]

[42 ]

Bobrov, Yu. I.; Kornilov_ R. V.; and Putsillo, V. P.,

"Determination of the Optimizer Control Law by Taking into

Account the Relaxation of the System to be Controlled," Af:RC,

Sept., 1963, pp. 175-182.

The structure of the optimizer's controlling component is

determined by analyzing the system's motion in the phase plane.

A class of optimizing control relay systems where the system

to be controlled is replesented by a first-order factor and a

nonlinear element whose characteristic has a single cxtremum

is considered.

Bo"_hukov, V. M. and Kukhtenko, V. I., '_ Method of Design of

Adaptive, Automatic-Control Systems with the Stabilization of

Frequency Characteristics," A_,RC, December, 1963, p. 869.

A zystem is developed which will determine its own frequency

characteristics. By adjustin_ gains the system will keep these

characteristics constant in spite of variable plant parameters.

Chatterjee and Bhattacharyya, '$1easurement of an Impulse Response

of a System with a Random Input," PGAC, April, 1963, Pp. 186-187.

An implementation of a binary noise cross correlation

techniquc.

Chestnut, H.; Duersch, R. R. and Hahn, G. J., "Automatic

Optimizing of a Poorly Defined Process," JACC, 1963, p. 54.

A straightforward statistical analysis is applied to a

gradient technique. The effect of each step in the search is

analyzed to see if the correct choice has been made. Using a

model and assuming a pulse input, transient data is extrapolated

to steady state.

Elkind, J. I.; Green, D. M. and Starr, E. A., "Application of

Multiple Regression Analysis to Identification of Time Varying

Linear Dynamic Systems," PGAC, April, 1963, Pp. 163-166.

System input is applied to model comprised of many filters,

orthogonal to each other, and in parallel. Regression techniques

used to add the outputs to obtain the impulse response. For

time varying case the above is done for "short" periods of time.

Noise is included.

Evcleigh, V. W., "General Stability Analysis of Sinusoidal

Perturbation Extrema Searching Adaptive Systems," JACC, 1963, p. 91.

This short note, referring to an unpublished paper, is

concerned with checking sinusoidal perturbation frequencies

with describing functions_
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[43] Eykhoff, P., "SomeFundamentelAspects of Process-Parameter
Estimation," PGAC,October, 1963, pp. _7-357.

A general unifying discussion of various techniques, indices
of performance, etc. for estimating the coefficients of a process.
Several techniques are discussed in detail.

[44] Gibson, J. E., Nonlinear Automatic Control, McGraw-Hill Book

Cor_pany, New York, 1963.

Chapter ii of this text contains discussions of a number of

aspects of the adaptive control problem. Self-optimizing systems

are first defined followed by a presentation of several identi-

fication techniques. Treatments of various adaptive schemes

follow. The point of view that an adaptive control system

consists of three phases: Identification, modification and

decision is presented.

Gicsekinc, D., "_n 0ptim_u Bistable Controller for Increased

Missile Autopilot Performance, '_PGAC, Oct., 1965, PP. _06-309.

A general form for a closed loop controller is obtained for

a quadratic integral performance index. The controller parameters,

which depend on plant parameters, vary as the plant parameters

vary. Analog results are presented.

[46] Giloi, W., "Optimized Feedback Control of Dead Time Plants by

Complementary Feedback," JACC, 1963, p. 211.

This paper presents techniques for designing controllers for

linear plants with large dead time. The basic structure used in

the technique is an approximate analog simulation of the plant.

The dead time of the simulation is adjusted to keep it in

correspondence with the dead time of the plant.

[47] Harris, R. J., "Trajectory Simulation Applicable to Stability

and Control Studies of Large Multi-Engine Vehicles," NASA-TN-D-1838,

August, 1963.

Three-dimensional, six-degree-of-freedom trajectory simulation

is formulated. Slosh and elasticity ignored. A numerical example

is included. Results are compared, where possible, with a two-

dimensional simulation.

Ho, Y. and Whalen, B. H., "An Approach to the Identification and

Control of Linear Dynamic Systems with Unknown Parameters," PGAC,

July, 1963, PP. 955-256.

Identification is performed using an estimation of the states.

_.. . ¸ . k "_ .
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of neglected parameters (i.e., in plant but net in model).

Discusses stochastic approximation. Plant time variations

are taken into account directly.

"" L' ". <"

. • ..

[55] Lindenlaub, J. C. and Cooper, G. R., "Noise Limitations of

System Identification Techniques," _AC, January, 1963, pp. 43-48.

Discussion of system identification using binary noise and

cross correlation. Impulse response is the result of the

identification.

[56] Lubbock, J. K. and Barker, H. A., "A Solution of the Identification

Problem", JACC, 1963, P. 191.

[57]

Identification is achieved using orthogonal functions

operating on no_ml plant disturbances. Perturbation signals

or stochastic inputs are not required.

Mdsner, P., "A Perturbation Approach to an Adaptive Sampled

Data ControI System," PGAC, April, 1963, pp. 171-172.

A digitally controlled sampled data system is monitored at

output and resulting changes in plant parameters are determined.

The controller is then altered to cancel the effects of these

variations.

[58] Osovskii, L_ M., "Linear Self-Adjusting Simulators with Adjustments

with Respect to the Phase Response," A&RC, September, 1963, PP. 165-174.

The paper considers a model-adaptive system. A second-order

example is presented.

[59] "OnOsovskii, L.M., a Class of Nonlinear Self-Adjusting Simulators

with Adjustment with Respect to Phase and Amplitude Response,"

A&/RC, Octoberj 196_, PP. }41-35_.

This paper considers a model-adaptive system.

[60] Pearson, A. E., "On Adaptive Optimal Control of Nonlinear Processes,"

JACC, 196}, p. 80. (Also J.B.E., March, 1964, pp. 151-160)

This paper is concerned with identification of an unknown

plant and with the implementation of a controller based upon this

identification. Functional analysis is employed to obtain an

expression for the gradient of an assumed index of performance in
terms of a measurable differential associated with the plant.

Optimization is achieved by applying a sequence of inputs to the

plant which force the gradient to zero.

[613 Pottle, C., "The Digital Adaptive Control of a Lineal- Process

Modulated by Random Noise," PGAC, July, 1963_ pp. 228-234.

Plant identification is performed using state variable

estimation and correlation techniques are used to predict future

plant behavior. The optimal controller minimizes the predicted

plant over the near future. No input required if plant statistics

are known. _ .
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[62] P_mi, N. N. and Weygandt, C. N., "Transfer Function Tracking of

a Linear Time Varying System by Means of Auxiliary Simple Lag

Systems," JACC, 1963, p. 200.

Linear, quasi-stationary, noise-free systems are considered.

[63] Rajaraman, V. and Wentz, }I. J., "On Stability and Steepest DescentS'

PGAC, (Correspondence) January, 1963 PP. 61-62.

Self-explanatory title.

[64] Rob Roy, "Predictive Delay Line Synthesizer," PGAC, April, 1963,

pp. 185-186.

Approximates convolution by summation. Examines input and

output records to get impulse response. Considers effects of

noise. Uses a delay line to aid in this problem.

[65] Roy, R., Miller, R. W., and DeRusso, "An Adaptive Predictive

Model for Nonlinear Processes with Tvo-Level Inputs," JACC,

1%_, p. 2o4.

Identification time is on the order of 500 to 10,O00 time

constants.

[66] Smyth, R. K.'and Nahi, N. E., 'Phase and Amplitude Sinusoidal

Dither Adaptive Control System," PGAC, October 1963, PP. 311-320.

Dither frequency used to detect changes in plant characteristics.

Two control loops used: one to adjust loop gain, the other to

adjust loop phase. Results given for some examples.

[67] Wa_eyer, W. K. and Sporing, R. W., " Closed Loop Adaptation

Applied to Missile Control," PGAC, April, 1965, PP. 157-160.

Feedback gain self-adjusted to maintain closed loop poles

at a certain desired position in the s-plane. Simulation results

given.

[68] Bellman, R. E. and Dreyfus, S. E., Applied Dynamic Progra_ning,

Princeton University Press, Princeton 3 New Jersey, 1962.

This text covers a wide range of topics involving optimization

via dynamic programming. Computational techniques such as

quasilinearization, and the gradient method are discussed.

[69] Bernard, J. W. and Lefkovitz, I., "An Approach to Optimizing

Control Based on a Generalized Dynamic Model," JACC, 1962.

This paper is on model Adaptive Control. The specific model

studied is a chemical reactor. It is assumed that a steady state

mathematical model of the system and the control for static

optimization are known. An adaptive controller is designed to
handle the transient effects in the system.
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[70] Bishop, K. A. and Sliepcevich, C. M., "Techniques for

Identification of Linear and Linear Time-Varying Processes,"

JACC, 1962.

This paper discusses a method of obtaining the differential

equations of a Linear system from the system impulse response.

The system may have tlme-varying coefficients, but these

coefficients must be expandable in a Taylor Series.

[71] Ehrich, F. F., "Analysis of a Bivariant Optimizing Control,"

J.B.E., September 1962, pp. 410-411.

Two parameters are varied to obtain a minimum via a gradient.

A s]_cific exar.ple is included using resolvers.

[72] Elkind, J. I.; Green, D. M.; and Starr, E. A., "Application of

Multiple Regression Analysis to Identification of Time-Varying

Linear Dynamic Systems," JACC, 1962.

In this technique a test signal (noise) is applied to a

linear system and the resulting inputs and outputs are sampled.

These measurements are used to determine the coefficient of a

set of orthonormal filters. This set of filters is used to

approximate the system transfer function. For good operation,

the approximate location of the poles of the plant transfer

function must be known.

[73] Frait, J. S. and Eckman, D. P., "Optimizing Control of Single

Input Extremum Systems," ,HE, March, 1962, pp. 85-90. (Also JACC,

l%l. )

The performance index, an a!gebraic function of the single

output, is extremized by applying appropriate inputs using a

device called a "divider optimizer." Experimental results are

given. The plant dynamics are assumed known.

[74] Friedland, B., "The Structure of Optimt_n Control Systems," ,BE,

March, 1962, pp. 1-11. (Also JACC, 1961)

An optimal controller as dictated by the Maximum Principle

is implemented. The solution of the adjoint equations is

performed on llne (assumes knowledge of initial conditions of

adjoint variables)• The form of the plant must be known.

[75] Hsu, J. C. and Meserve, W. E., "Decision-Making in Adaptive

Control Systems," PGAC, Jan., 1962, pp. 24-32.

This article considers decision making in systems where

the system parameters are not known exactly and their measurement

or identification is obscm-ed by noise.

". -: • . "
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[76] Krosovski, A. A., "Optimal Methods of Search in Continuous and

Pulsed Extremum Control Systems," Proc. 1st International

I S_mlposium on Optimizing and Adaptive Control, 1962, p. 19.

This paper is concerned with finding the components of a

gradient in a noisy system. A mean squared error criteria is

used, resulting in an optimal equation for finding the gradient.

[773 Moe, M. L. and Murphy, G. J., "An Approach to Self-Adaptive Control

Based on the Use of the Time Moment and a Model Reference,"

JACC, 1962.

Nomoto, A., "Dynamic Programming for Direct Optimization SYStems,"

Proc. 1st International Symposium on Optimizing and Adaptive Control,

i96_, p. 55

_lis Fmper is concerned with the application of dynamic

programming to the optimization of a discrete system.

"On[79] Pospe!ov, G.S., the Principle of Design of Certain Ty!0es of

Adaptive Control Systems," Proc. 1st International Symposium on

Optimizing and Adaptive Control, 1962, p. 1_7.

This is a general paper which discusses optimization of

discrete systems with slowly varying parameters via the Maximum

Principle.

[80] Purl, N. N. and Weygana% C. N., '_ultivariable Adaptive Control

System," JACC, 1962.

[81] Smyth, R. K. and Davis, J. C., "A Self-Adaptive Control System

for a Space Booster of the Sattu-n Class," JACC, 1962.

Presents a tracking notch filter for decoupling of the

flexible modes of a space booster from the rigid body mode.

[82] Whitaker, H. P., "Design Capabilities of Model Reference Adaptive

Systems," R-374 MIT Inst. Lab., July, 1962.

A review of the results achieved in the development of model-

reference adaptive control, and description of performance

calmbilities_ designprocedures_ and applications.

[833 Bellm_n, R. E., Adaptive Coqtrol Processes_ A Guided Tour,

Princeton University Press, Princeton, New Jersey, 1961.

This book contains a number of possible applications of

d)mamic programming. Emphasis is on optimization problems

rather than on adaptive control systems.



[91] McGrath, R. J. ; Rajarar._n, V. and Rideout, V. C., " A Parameter-
Pertm'bation Adaptive Control System, PGAC,May, 1961, Pp. 154-162.

This paper considers a model adaptive system with multiple
loops, each one of which is perturbed by a different test signal.
Knowledge of the form of the plant transferfunction is required.

"A Class of Prcdictive Adaotive Controls," Ph.D.[_2_ Meditch, J. S.,
_icsis, Purdue University, 1961.

Thi._ thesis dcscribes a control system which optimizes an
integral-squared l_rformance index on a per interval basis. The

contr 1 signal is assu_,ed to be a linear combination of kno_m

orthonorma! time functions. Optimization is achieved by picking

the coefficients of this linear combination so as to minimize the

pc_-fon_mnce index. Optimization is performed on line.

[0=2 Mislukin, E. and Braun, L.# Ada_tivc Control Systems, Mcgraw-Hill

Book Company, New York, 1961.

This book, edited by Mishkin and Braun, contains a variety of

specialized topics associated with adaptive control systems.

Chapter 1 contains a general discussion of the Adaptive Control

process. In Chapter 3, the identification problem is considered.

Several specific adaptive control systems are discussed in Chapter

19. Chaptcr ll includes some adaptive processes employing the

digital computer.

Qvarnstrom, B., "Transfer Function Determination in the Presence

of Noise for a Set of Significant Input Functions," Instruments

and Measurement, Prec. 5th International Instruments and

Meas,_'en_nt Conference, Stockholm, 1960, pp. 56-71, 1961.

[95] Schultz, W. C. and Rideout, V. C., "Control System Perfo_mncc

Measures: Past, Present, and Future," PGAC, Feb., 1961, pp. 22-_w.

Discussion of general integral criteria.

[%] " "Proc.
Truxal, J. G., Computers in Automatic Control Systems,

IRE, _9, 1961, Pp. 305-312.

Review type article to establish the state of the art at

that time.

[97] Weygandt, C. N. and Puri_ N. N., "Transfer-Function Tracking

and Adaptive Control Systems," PGAC, May, 1961, Pp. 162-166.

The system automatically tracks parameters in the denominator

polynomial of the plant transfer function. This is achieved

using a number of perturbating signals, each one of different

frequency than the others.

. -. ..
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[98] Zaborszky, J., Luedde, W. J., and Wendl, M. J., "New Flight

Control Techniques for a IIighly Elastic Booster," ASD-TR-61-231,

Sept., 1961.

U,,;es a Digital Adaptive "Filter to separate rigid body • and

flexible body signals even when f_requencies are very close

together. Discriminate by difference in damping.

[99_ Aseltine, J. A. and Anderson, G. W., "A Study to Determine the

Feasibility of a Self Optimizinc Automatic Flight Control System,"

WADD-TR-60-201, June 1960.

[!oo] Braun, L. ; Mishkin, E. and Truxal, J., "Approximate Identification

of Process Dynamics in Computer Controlled Adaptive Systems," IFAC,

196o, pp. 596-6o3.

[lOll

This technique uses orthonor_ml functions to identify certain

parameter_ associated _ith the dynamics of linear systems.

Cooper, G. R., Gibson, J. E., et. al. , '_hilosophy and State of the

Art of Adaptive Systems," TR No. i, Aim _(616)-6890, Purdue

University, July, 1960.

This report contains a general introduction to the adaptive

control concept. It is a broad literature review which _ght

se._ve as a bibliography. I

Eckman, D. P. and Lefko_'itz, I., "Principle of Model Techniques

in Optimizing Control," IFAC, 1960, p. 970.

This paper is primarily concerned with methods for obtaining

an optimum controller for a given physical plant.

[lO}] Fieischncr, P. E., "Optimum Design of Passive-Adaptive Systems

with Varying Plants," Technical Report 400-16, Dept. of E.E.,

New York University, 1960.

This report discusses a method for specifyin_ the optimum

overall transfer function and sensitivity for a given system.

The difference in outputs of the actual plant and a model is

used as an input to the controller. The ccmtrol signal is chosen

so as to minimize the expected value of a mean squared error.

[104] Geissler, E. D., "Problems in Attitude Stabilization of Large

Guided Missiles," Aerospace Engineering, October, 1960, p. 24.

A general exposition of the problems of artificially

stabilizing large guided missiles.

[iO5] Gibson, J. E., "Adaptive and Self-Optimalizing Systems," IFAC,

i960, _. _86.

This article is primarily concerned with defining Adaptive

Cont_-ol Systems. "Some of the basic problems one might encounter

in desi_ing such systems arc discussed. Co_nents are given on

the application of gradient methods to self-optimlzing systems.
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[i15]

[116]

[117]

[llS]

Frcimcr, M., "A Dynamic Progran-x_ing Approach to Adaptive Control

Processes, PGAC, Nov., 1959, P. I0.

This paper considers a performance index which is a function

of some stochastic disturbances. Dynamic programming is used to

converge on the true statistical properties of the disturbances

and to pick a control variable to minimize the performance index.

A stochastic disturbance in the sense used here, might be a

statistically defined target location which the plant trajectory

is supposed to hit.

Gibson, J. E. and McVey, E. S., '_lultidimenslonal Adaptive Control,"

NEC, 1959, P. 12.

Parameter l_.rturbations and self adjustment to miniv_ize an

index of performance. Experimental results are given.

Grcsory , P. C., (Editor), '_Proc. of Symposium on Self Adaptive

Automatic Flight Control Systems," ARDC, WADC-TR-59-49, 1959.

Lconav, Y. P. and Liapatov, L. N., "The Use of Statistical Methods

for Detcrminlng the Characteristics of Objects. (A Survey)j"

_RC, Sept., 1959, PP. 1254-1268.

Several techniques associated with the identification of a

plant transfer function are discussed. _ongst these are methods

for computing amplitude and phase characteristic. A method for

dete_nining system weighting f_nctions via correlation techniques

is also presented.

"OnMargolis, M. and Leondes, C.T., the Philosophy of Adaptive

Control for Plant Adaptive Systems," NEC 3 1959, P. 27.

A section is included discussing the operation of the

adjusting mechanism in an adaptive control.

"A Parameter Tracking Serve forMargolis, M. and Leondes, C. T.,

Adaptive "Control Systems," PGAC, Nov., 1959, PP. i00-iii.

This paper deals with the problem of identifying unknown

coefficients of a system differential equation. A model is used,

whose differential equation is of the same form as that of the

plant. The same input signal that is applied to the plant is

also applied to the model. The coefficients of the model are

adjusted so as to bring the output of the model into correspondence

with the output of the plant.

Stromer, P. R., "Adaptive or Self Optimizing Control Systems -

A Bibliography," PGAC, May, 1959, P. 65.

•"_.is is an annotated bibliography of adaptive control papers

written before 1959.
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L -,_,.- / j Henderson, J. S. and Pengilley, C. J., "The Experimental

Determination of System Transfer Functions from Normal Operating

Data," Jou_-n. Brit. IRE, March, 1958, PP. 179-186.

A cross correlation technique.

[126a Ka_an, R., Deslgn of a Self-Optimizing Control System,"

Tra:ts. ASidE, 80, Feb., 1958, pp. 468-478.

Employs a digital computer as a controller. Noisy

measurements allowed.

[!27] Kalman, R. E. and Koepcke, R. W., "Optimal Synthesis of Linear

Sampling Control Systems Using Generalized Performance Indices,"

Trans. ASME, 80, Nov., 1958, pp. 1820-1826.

This paper presents a simple adaptation of dynar..ic programming

to the design of optimal controllers for linear plants. The

paper deals with sampled data systems, but extensions to

continuous systems are claimcd to be straightforward.

[128-_ StaPd_ovskii, R. I., "Twin Channel Automatic Optimalizer," AZ_C,

Atuo_ust, 195_, Pp. 729-740.

This is a report on the results of experimcntation with a

two parur.eter gradient search. Equipment was constructed and is
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APPENDIXB

EQUATIONSOFMOTIONFORTHEMODELVEHICLE

The rigid body and flexible body equations for the model vehicle

are derived below. Included also is an expression for the bending moment

at station x. [1,2,3,4,5] are general references on the subject.

Figure B.1 defines the pertinent symbols.

Pitch plane rigid body equations are derived as follows. Referring

to Figure B.2, write the expressions for kinetic and potential energy

T = _1 m(h2 + _,2) + _l ixx( k + ;R)2 (B.I)

V=mgv

The generalized forces for coordinates u, v, and CR are

F F
Qu = (5 - X) sin (X + CR ) + _ sin (X + CR + _) + N cos (X + CR )

F (x + + F (x + 'R + _) _ sin (x ÷ cR)%=(_-x) cos CR) _cos

= F

QCR (Xcp - XCG) N - (XcG - X_) _ sin 15 (B. 2)

For these coordinates the equations of motion are

m_ =

m_ +_ --% (B. 3)

Ixx(X _R)
+ = QCR

Substitute into equations (B. 3) the geometric relationships

u = u + Z cos X + Y sin X
o

v = v - Z sin X + Y cos X
O

(B._)
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_gureB. l

_finition of Symbols

¢R

,(x)

c_T

BR

7.

Y

Z

X

II1

I
XX

V

VREL

V
W

X

F

X

N

N'

R I

XCG

Xcp

attitude angle of the rigid body

attitude an@le at station x

angle-of-attack

angle-of-attack measured by angle of attack sensor

control deflection angle

direction normal to reference

direction parallel to reference

direction normal to vehicle centerline

distance along vehlcle centerline from vehicle base

mass per unit length of vehicle

total vehicle mass

pitch plane moment of inertia about CG

inertial velocity of vehicle

velocity relative to wind

wind velocity

angle between relative and inertial velocity vectors

angle between inertial velocity vector and reference axis

angle between vertical at launch and desired reference axis

total thrust

drag force (longitudinal aerodynamic force)

normal aerodynamic force

aerodynamic force

thrust of control engines

center of gravity

center of pressure
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Figure B. i

Definition of Symbols (Continued)

i

x_

rot(x)

q

A

C7._

gimbal position

bending moment at station x

aerodynamic pressure

reference cross-sectlonal area

normal aerodynamic force coefficient

8C_ '

X_--(x) normal aerodynamic force per unit length

El(x) bending stiffness at x

yi(t, x) = Yi(x) _i(t) deflection normal to vehicle centerline

due to ith mode

normalized natural mode shapes

normal coordinates

bending frequency of the ith mode

damping of the ith bending mode

generalized force of the ith bending mode

generalized mass of the ith bending mode

engine moment of inertia about gimbal point

first moment of swivel about glmbal point

mass of s_,rlveled engine

Yi(x)

hi(t)

Qi

M i

IE

SE
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Figure B.2

Rigid Body Coordinate System - Pitch Plane
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and assume = = O.

cos (X + _R) = cos X - _R sin X

sin (X + _R) _ sin X + _R cos X

N = N'a

Make small angle assumptions for _R' _' and _.

(B._)

F ~F
,U sin _ = _ 6 = R'6

In order to separate the guidance and control equations, let

= 6G + 6R : guidance + control

Substituting equations (B. 4), (B. 5) and (B. 6) into (B. 3) yields

(B.6)

m_ O + _ cos X + mY" sin X = [(F - X) - N'_ @R] sin X

o+ [(F- x)¢R + R'(_o + _R) + _'a] cosx

(B.7)

m_ ° -m_slnx+mY'cos x +rag= [(F-X) - N cos X

- [(F - x)_R + R'(_ + _R) + N'a] sinX

Ixx(_+ _'R)--(X_ - XCG)N'a- (Xcc- X_)R'(_ + _R)

The equations governing the nominal trajectory (gravity turn) are

J

fo_u_d by as_'_Aing the following conditions hold on the vehicle equa%ions

of equations(B. 7)-

a=_R=O

ee

CR = _R = 0

z--_--_--o
(8.8)

The resulting G_idance Equations are

m_ ° - R'_G cos X - (F - X) sin X = 0

mg + m% + R'6 G sin X - (F - X) cos X -- 0

Ixx '_G

(_.9)

where _B = XCG - XG.
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Substitution of equations (B. 9) into (B. 7) and grouping terms yields the

following two equations

[_:_-(F - X)®R - R'_R - N'_] cos x

+ [m_ - (F - X) + N'aCR] sin X = C
(B.lO)

CR - Xcp)N'a - - X_)R'Ixx =_XcG (XcG _R

Neglecting e_ R and requiring equations (B. IO) to hold for all X yields

the Control Equations

_R = - Cla - c2_R

= C3a + C4_R + C5¢R

= c5

(B.11)

where the coefficients Ci are defined below and plotted as functions of

time into flight in Figures B. 3 through B. 8.

N #

cl --i- (x_ - Xcp)
xx

R #

cz :y- (Xc0-Xcp)
x_x

CB._)

F-X

C5 =--m

1

C7 = 7

The angular relationship necessary to complete the representation

of the rigid body model in equations (B. II) is

G = CR - O + G w

where the small angle assumptions yield

(B.13)
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sin D = _ = C7Z = D

sin (_ = a
%4 %4

(_.14)

so

(_ = _R " C+ + _%4 (mls)

The wind angle relationships for p{tch and yaw planes are shown

in Fis-are B. 9. For small angles

V cos X

w (pitch)aw = V - V sin X
w

V
w

aw = _ (yaw)

(B. 16)

For the Flexible Body, consider that the bending signals enter as

corrections to the rigid body. The aerodynamic forces of drag and llft

(X and N), are assumed to act Just as they do on the rigid body, i.e.,

aerod)mamic coupling is neglected. Figure B. IO sho%4s the flexible body

coordinate system, where only the first bending mode is considered. For

the ya%4 plane %4e can write directly that

• F
Zx_ = (Xcp" Xca)_+ _ (_i " _2)

F (sin @i sin @2)mZ = N cos ®R" X sin _R +_

(mlT)

By considering the geometry of Fig. B. i0 it can be found that for small

angle assumptions on Y1 '(X_)ql, @3 = Y1 '(X_) - _R' and ¢R"

_l = YI'(x_)_l(Xco" x_) - Yl(xs)uI

_2 = Yl(xS)nl" [X1'(X_)nl" BR]

@i = *R + SR " Xl'(X_)nl

(Xca- x_)

(B.iS)

@2 = YI'(XB)_I " _R

and assuming small @i and @2

sinh " s_n_2_ h " _2 (B.19)

t
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Figure B.9

Wind Inputs for Pitch and Yaw Planes
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Substituting equations (B.18) and (B.19) into (B.17)the Flexible

Body Equations are (where additional flexible modes are added in)

F v'_

i

- x_) -Yi(x6)ni]

(B.2o)

_"= cf ÷ c._R ÷ c_R -_F=2 q(x_hi
i

Sensors mounted on the vehicle are sensitive to the curvature due

to bending, as well as the rigid body signals. That is

v-n

_(=) = % " 2,xi'(=)"i
i

(B.21)

i

and the a_le of attack, as measured by its sensor is sT where

CT =_ - i ]h'(x_)_i- c7 Lh(xa)hi+ (x- XcQ)®R
i i

(B.22)

The bendin E equations are derived by assuming the vehicle is a free-

free beam. The forced beam equation is

P(t, _)--m(x)d__
dt2 8x--_ L EI(x) _x2 (B. 23)

where P(t, x) is the normal force and y(t, x) is the nomnal displacement

of station X. A solution is assumed to be of the form

v-n

y(t, X)= L Yi(x) _i(t)

i=l

(B.24)

Substituting equation (B.24) into (B.23), multiplying by Yj(x) and

integrating over the length yields



L _ L

f fP(t, x) Yj(x) dx = L[hi(t) re(x) Yi(x) Yj(x) dx +

0 i=l 0

L

+ _i(t)f[EI(x) Yi'(x)]" Y4(x) dx]

0

(_.25)

From examination of the homogcneous beam equation and the boundary

conditions of zero shear and bending moment at each end of the free-free

beam t_he following conditions arise: First

L L

t_ in 2tEl(x)Yi"(.) Yj(*)_ --_i J re(x)_i(.)zj(.)
0 0

(B, 26)

and then orthogonallty of the Yi(x) with respect to the mass distribution

L

j _(x)YICx)Yj(x)_ = o fori _ J (B.27)
0

Defining

L

Qi =fP(t, x) Yi(x) dx = generalized force on the ith

0

mode

L

M i =fm(x)[Yi(x)]2 dx = generalized mass of the ith mode

0

the Bendin_ EQuation for the ith mode is

2 Qt

_i + _i _i = _i

(B.28)

(B.29a)

A damping term is inserted, with the _i value being chosen empirically

so equation (B. 29a) becomes

_i + 2_I _i _i + _ 2 Qi
i _i = M_

The generalized force on the ith mode due to rigid and bending body

(B. 29b )

causes are found from integration of
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(B.30)

with the result

L _C_

_ _ (x)Yi(x)_x
0

(B.3_)

The bending moment at X for the rigid body is derived by considering

the distributed aerodynamic and reactive forces along the vehicle, where

_CzG

fA(t, X) = qA_

#R(t,x) = =(x) [_. (x - XOG) ?R] x > x6

(B. 32)

The bending moment is found by integrating the moments over the vehicle,

L

BM(t, x) =# (_ - x) [fA(t, _) - fR(t, _)_ d_ (B. 33)

X

De fine
L

Il(t , x) =# (_ - X) q(t) A x_--- (_) d_

X

L

12(t,x) _/(_ - x)m(_) d_
X

L

15(t,x) =f(_ - x) (_ - XcG)m(_) d_
X

(B._)

_(t, x) = Ii(t, x_ - I2(t, x)M - I_(t, x) _R
(B.35)

Substituting for _R from equations (B. 11) and for

= _ _ F-_.XX®R = c_c + c4_ Rm
(B.36)

"" .. L



- B.19 -

The Bendln_ Moment at time t and station X can be expressed as

BM(t,x) = Kl(t, xb + K2(t,x) _R

whe re

Kl(t,x) = ll(t,x) + el(t)15(t,x) - cs(t)12(t,x)

(B.37)

(B.3_)

K2(t , x) = C2(t) I}(t, x) - C4(t) 12(t, x)

At t _ 80 seconds into the flight and at x = 90 meters the coefficients

K 1 and K2 are calculated to yield

I_I = (1.6_ + 12.4_R) 106 Kg.m

The above results furnish a set of vehicle equations to describe

%he vehicle in yaw or pitch plane considering it as a rigid body with

bending signals superposed on it.

(B.39)
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A?PE/_DIXC

/J_ORITH/,Z A_YD SUBROUTIIf£S FOR TdO-I_fERVAL CONTROL

[_DF_ Tin NDDIFIED OPTI_L CONTROL POLICY

VIA LI/rEAR PROGRAMMING

C I ....... "_

In this appendix_ as the title implies_ algorithms and subroutines

for two-interval control under the modified optimum control policy via

linear ;rogramzaing are presented• Here it is ass_"led that the reader

has f_,-r,/liurized himself with the .=mterial given im sections 2 through

(_ of _,._ap_ur_',.... 5. In +_,,<•end of the appendix a Fortran program for input

and output and the corresponding data for solution of cxa_nple 5.5 are

included• l_nis shall help in using the subroutines.

C•2 Algprithm I

The algorith_.n for solution of problem Vl as stated in section 5.5

is as follows.

Giv,_n ti_e plant ecuations_ as in Eauations. (5.9) and (:,.IO) and

>2(K): o, _ = o,

0 r(l) Construct the coefficient matrix as in Equation (5._8)

(2) Construct the righ_ hand side vector as in Equation (5.28).

(5) Using Simp!_ methods solve for the un/<nowns such that the

right hand side of Equation (5.29) is r,_inL_um.

(:_)Storex_(r:+ l),and u(K).

(_) Re,_ace_(K) by x_(_÷ l).

(_:)r"-- K _ I.

(7) If A.K < T, go to I; if A.K _> T, sto_:,.

(:L = _ampl_,,t_ period_ T = total period of'interest.)

If the m_.thematical model of the syste..n is described by a set of

)

i
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differer:_.ial equations, it must be quantlze_ using the_ proc:ea_zre deseriLed

in section 5.6.

In view of the above algor[tb_ the following indiwidua! subroutines

are developed. The use of the subroutines Sor solution of [.,reb!em VI

wi1!L M = 2, will be exi_lained throuTh a±i,orit__:_ if.

c.5 Subrout _nc QUJd_T

1,2ent i !'ication

"% .'_D_UAI,_ - Fortran (iI) <:uan%iz:,t,icn. su_,rou__in.:.

;burmese

To quantize in time linear continuous system of the type

:::= _x * bu + c

Restriction

Maxi:a_m allowable order of the system is i0. For systems of

hi J_er order chance the dimension statement.

The rouLine is entered by the followin6 statement

CALL ( NC, DELT, CTOL, AC, PHI; BC, CC; H, D, ITPHI )

where

Quantity

NC

DELT

CTOL

AC

Input/Output

IN

IN

IN

PHI OUT

BC IN

Dimension

sea lar

scalar

scslar

(Nc J c)

(_CxNC)

Purpose

Order of the system.

_uantization of the system.

Tolerance for the elements of PHI.

Coefficient matrix of the continuous

system.

.Coefficient matrix of the quantized

system.

Control V_riab!e coefficient vector.



Quantity Inputl/0utput Dimension

cc (NC)

H OUT

D (NC)

ITPILI OUT scalar

Me th od

Purpose °

Disturbance vector

Corresponds to BC in quantized version.

Corresponds to CC in quantized version.

Number of terms considered in the

series for PHI.

The method used for quantlzation is given in section 6 of

Chapter 5.

Listinc

Listing of the subroutine is given on the next page.

C.h Subroutine LP2STD

Identification

LF2STD - Fortran (II) Subroutine.

Purpose

To formulate the two-interval control problem in standard fox

of linear prograz_ing. _e routine essentially generated A1 and B1

(defined b_lo_).

Restrictions

A1 and B1 are generated by the subroutine as Shown in Equations

(C.I) and (C. 2). A1 and B1 are obtained by adjoining Equation (5.29) to

Equation (5.28) with zero as the first element of B1. Note that row

1 in A1 corresponds to the coefficients of the variables in the performance

index. Rows 2 to 2n + 1 (inclusive) correspond to the coefficients of the

plant equations• q_e remaining ro_¢s correspond to the inequalities, the

• . . .:" .

• .°
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C

SUBROUTINE QUANT

C

C

C

C

C

DISCRETIZE CONTINUOUS SYSTEM

SUBROUTINE OUANT(NCoDELTtCTOLoACoPH|oBCtGC6HoDo ITPHI)"

DIMENSION AC(IOtI0)tPHi(IOtI0)eBC(10)eCC(IO)tH(IOIeD(10)o

IACI(10QI0)eACZ(I0oI0)oDI(10tI0)

NC = ORDER OF COEFFe MATR|X

DELT QUANTIZATION PERIOD

CTOL • TOLERANCE FOR ELEMENTS OF PHi

AC • COEFFICIENT MATRIX OF CONTINUOUS SYSTEM

PHI • COEFFo MATRIX OF QUANTIZED SYSTEM

BC • CONTROL VARIABLE COEFFICIENT VECTOR

CC • DISTURBANCE VECTOR

H • CORRESPONDS TO BC IN QUANTIZED VERSION

D = CORRESPONDS TO CC IN QUANTIZED VERSION

ITPHI • MOo OF TERMS CONSIDERED IN THE SERIES FOR PHi

DO 509 I•IoNC

DO 509 J•IoNC

IF(I-J)510oSII,SIO

510 ACl(ltJ)=Oe

GO TO 512

511 ACl(leJ)•leO

512 AC2(IoJ)•DELTeAC(IeJ)

DI(IoJ)=DELTmAC|(ltJ)+(DELT/Zet_AC2(IeJ)

509 PHI(ItJ)nACI(|oJ)+AC2(|eJ)

FACT•|e

513 FACT=FACT÷|e

L=O

00 514 I•ItNC

DO 514 J•IINC

514 ACI(ItJ)mAC2(ItJ)

DO 515 ImltNC

DO 515 J•|INC

AC2IItJ)=Oe

DO 516 K=|INC

516 AC2(IeJ)•AC2(I*J)÷ACI ItK)eAC|IKtJ)

AC2(I,J)•(DELT/FACT)eAC2(ItJ)

51_ CONTINUE

DO 517 I•ItNC

DO 517 J•l INC

DI(I_J)•DIIItJ)+(OELT/IFACT+I,I)IAC2(ItJ) •

517 PHI(IoJ)•PHI(ItJ)+AC2(IoJ)

IF(FACT- 5o)513o523o523

523 DO 518 I-_.4NC

DO 518 J•_INC

IF (ABSF(ACZ(loJ))-CTOL)519tSIBo51B

519 L•L+I

518 CONTINUE

IF(L-NCeNC)520tSEle521

520 GO TO 513

521 DO 522 l•leNC

H(l)sOoO

D(I)•0oO

DO 522 JBIINC

D(|)•O(1)+DI(ItJ)/CC(J)

522 H(I)=DI(IoJ)eBC(J)÷H(II

ITPHI=FACT

RETURN

END

• L "
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first four inequalities being the constraints on u(K) and u(K+l) - the • ': "[:"<

control signals. This order must be preserved. Non-zero elements in the '

rectangular blocks in Equations (C. 1) and (C. 2) must be read in externally

before calling LP2STD. The dimensions of the various variables involved

are restricted by the dimension statement (see the listing of the sub-

rout ine ).

I

A1 _

__'(K÷_) ~'c Z (K) z'(K+I) 0

o -_I(t_) o. o o

-Z(K+X) Y c -_(K+X) 0 0

_ln(K+l) 0 _n, n+l(K+l) 0

0 Bln (K +2 ) 0 _n, n+l(K+2 )

I 0

0 I

0

(C.l)

B1 =

0

E(K)

!(K+l) (C.2)

_(K+X)

_(k+2)

The routine is entered by the following statemen%:

CALL LP2STD (N, NN, M, XIC, KI, H2, DI, D2, PHI1, PHI2, A, B, AI, BI)

where

QuBntity Input/Output Dimension Purpose

N

M

IN

IN

IN

scalar

scalar

scalar

order of the system

Number of the colu_ms of A-matrix

Number of the rows of A-matrix



- C.t_ -

Quantity

XIC

Input/Output Dimension

IN (N)

n_ (N)

ol IN (N)

02 m (N}

PHI 2 i]_ (N::N)

A OUT (mm_)

B OUT (_0

n_/OUT (_W_)

2! ngOUT (_)

_arpose

Initial conditions for the dynamic

system.

Control coefficient vector for t = t(K).

Control ,_;'_<'_e.... _o _ (K_I).co_ ..... _ vector . . t = t

Disturbance vector for t = t(K).

Disturbance vector for t = t(K+]).

Coefficient matrix for t = t(K).

Coefficient matrix _'_ t = t(K*l)

Coefficient matrix of L.P. problem in

standard form.

Right hand side vector for L.P. problem

in standard form.

Same as A.

Same as B.

For time-invariant systems HI = }{2, DI = D2 and _{I I = PHI 2.

Listing

The listing of the subroutine is given on-the next' page.
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¢

¢

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

,5,UROUTIN4[ LPZSTD

2-INTERVAL LoPo PI:iOBLEM IN STANDARD FOt_M

SUBROUTINE LP2STD(NoNNoMeXICtHItHZtDleD2tPH|IePNI2tAtBeAIeBI|

Nm OROER OF THE SYSTEM

NNm NOe OF COLUMNS OF AJMATRIX

Mn NO, OF ROWS OF A--MATRIX

X|C=INIT|AL CONDITIONS FOR THE DYNAMIC SYSTEM

H|u CONTROL COEFF* VECTOR FOR TeTIK)

H2o CONTROL COEFF* VECTOR FOR TmTIK_I)

O|m DISTURBANCE VECTOR FOR TmTIK)

D28 DISTURBANCE VECTOR FOR TsTIK+I)

PHi]m COEFF. MATRIX FOR TmTIK)

PHI2m COEFF. MATRIX FOR T-TIK@I)

As C OEFF, MATRIX OF LeP. PROBLEM IN STANDARD FORM (OUTPUT OF SUBei

B- RHS VECTOR FOR LeP, PROBLEM IN STANDARD FORM IOUTPUT OF SUBel

Aim SAME AS A (INPUT TO SUBROUTINE)

B2m SAME AS B (INPUT TO SUBROUTIN_E)

DIMENSION XIC(I0)oHI(10)oH2(10)sDIII0)¢D2(I0)eB(40)IBi¢40|e

1PHI1 ( |O,|O)tPHi2( |0, IO)*AI(40*60)oA(40*60)eB2(|l)

H28 H- VECTOR FOR T=T(K+I)

DIs DISTURBANCE VECTOR FOR TuT(K)

D2e DISTURBANCE VECTOR FO_ TmT(K÷I)

A: COEFF, MATRIx OF LoP, PROBLEM IN STANDARD FORM

Be RHS VECTOR FOR LeP, PROBLEM IN STANDARD FORM

N: ORDER OF THE DYNAMIC SYSTEM

NNa NOe OF COLUMNS OF A-MATRIX

M= NO= OF ROWS OF A--MATRIX

XIC=INITIAL CONDITIONS FOR THE DYNAMIC SYSTEM

CONSTRUCTION OF A-MATRiX STARTS

ALL +l OR -I DUE TO STATE VARIABLES

15-2IN+i

DO 12 182o15

JZ.EtII-|I

Jlsd2-|

AI(IoUI |-eloO

AI(IoJ2I=-IeO

IZ CONTINUE

COEFFICIENTS WHICH ARE ELEMENTS OF STATE TRANSITION MATRIX

168N+2

DO 13 1--16,15

llui*(N+|)

DO 13 J=IIN

Jls2eJ-I

J2IZIJ

AI(IeJI)m-PH|2I II,J)

AI(ieJ2)sePHIZ(llIJI

13 CONTINUE

COEFFICIENTS WHICH ARE ELEMENTS OF H-- VECTOll

II-N+I

DO 14 182,11

Jlu4eN÷l

J284eN÷2

.,.

.. v,
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C

C

C

C

C

C

C

C

C

C

C

C

C

C

AI (i o,J! )=-HI(I--I)

AI(i eJ2)=4.HI(i-II

14 CONTINUE

I 1 mN+2

| 2,,2eN+ 1

Jl ==4ON+3

JZm4'IH_._ 4

DO 15 I=11012

138 I--N-- 1

AI ( i *Jl )"--1"12(13)

AI ( i o,.12 ) -'H"t2 ( 13 )

15 CONTINUE

16

COEFFICIENTS DUE TO CONSTRAINTS 0_I CONTROL. VARIABLE

12-2"N+2

13812+1

14812+2

I5-12+3

J184eN+l

J2udl+i

J3-dl+2

J4mJl+3

A](12eJ1)m+].O

AI(12oJ2)--100

AI(|3*JI)n-Io0

Al(13od2)s+l.0

AI(I4*J3)m+I.O

Al(J4,J4)m--l,0

Al(XSeJ3)m-l,O

AI(IS, J4)8+IoO

SLACK VARIABLES COEFFICIENTS DUE TO ALL CONSTRAINTS

IIR2eN+2

Jlm4eN+4

DO 16 l-ll*M

JmZeN+3+I

AlEX*J)=+1,0

CONTINUE

AI ** COEFFICIENTS

VAR|ABLE MUST BE

DUE TO CONSTRA|NTS OTHER THAN THE CONTROL

READ EXTERNALLY

CONSTRUCTION OF Bl

II-N+I

DO 25 I-2,11

25 _2(IJ=O,O

DO i? !"2,11

12-1-1

DO 18 JmI,N

18 BZ(l)uB2(I)+PHII(I2oJ)eXIC(J)

i? BI(I)=B2(II+DI(12)

I18N+2

i2=Ne2÷l

DO 19 I-ll*IZ

J=I-N-I

19 BI(IJsD2(JI

BI ,, (LEMENTS DUE TO ALL CONSTRAINTS MUST BE READ EXTERNALLY

(



KOUT (5) = l,h_mber of iterations since last inversion (ignoring
a

final inversion if done).

KOUT (h) = Ntt.nber of inversions done (including final and initial :

inversions). . . -.

KOUT (:_) = N_ur.ber of pivots done.

KOUT (6) = Infeasibility flag, 1 = infeasible; 0 = feasible.

KOUT (7) = Final pivot column selected.

The ICXZ components of XZ are as follows:

XZ (!) through XZ (N) = State variables corresponding to t = t(K_!).

XZ (N+i) tP_ro___l_XZ (2N) = State variables corresponding to

t = t(K+2).

XZ (2N÷I) = Control variable for t = t(K).

XZ (2!;+2) = Control variable for t = t(K.l).

XZ (2N+3) through XZ (h'XZ) = "r" slack variables.

Listing

I"ne listing of the subroutine LP2MAS is given on the nex-t page.
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C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

SUBROUTINE LPaMAS • . ; . ,

MAIN SUBROUTINE FOR TWO INTERVAL CONTROL VIA LINEAR PROGRAMMING

SUBROUTINE LP2MAS(INFIXoTOLeHEDER_ACoBCoCCoPHIeHoDoXZieAeBeA|oB|o

IKOUToZoXZoNXZ)

|NFIX=INPUT (VECTOR) TO SIMPLX SUBROUTINE

TOL= INPUT (VECTOR) TO S|NPLX SUBROUTINE

HEDERuiNPUT (VECTOR)

HEDER(I)nOUANTIZATION PERIOD

PCEDER(2)8 TOLERANCE FOR QUANTIZAT|ON

HEDER(3)m ORDER OF DYNAMIC SYSTEM

AC= COEFFe MATRIX FOR CONTINUOUS SYSTEM

BC • CONTROL VARIABLE COEFFICIENT VECTOR

CC = DISTURBANCE VECTOR

PHI• COEFFe MATRIX FOR OUANTIZED SYSTEM

H• CONTROL COEFF= VECTOR (QUANTIZED)

D= DISTURBANCE VECTOR (OUANT|ZED)

XZI=INITIAL CONDITIONS FOR THE DYNAMIC SYSTEM

A= C OEFFe MATRIX OF LePo PROBLEM IN STANDARD FORM (OUTPUT OF SUBel

B= RHS VECTOR FOR L=Pe PROBLEM IN STANDARD FORM (OUTPUT OF r SUBt|

AI= SAME AS A (INPUT TO SUBROUTINE)

Bl= SAME AS B (INPUT TO SUBROUTINE)

KOUT• OUTPUT CONDITIONS FOR SIMPLEX SOLUTION

Z= SOLUTION VECTOR OF NON-NEGATIVE VARIABLES

• XZ= SOLUTION VECTOR

NXZ= NUMBER OF VARIABLES IN THE SOLUTION VECTOR XZ

DIMENSION INFIX(BI_TOL(4)oAC(IOeIO)oBC(tO) eCC(lO)eP1"ll(lOelO)o

IH(IO)oD(IO)eXZ|(IO)oA(4Oo60)tB(40)oAI(4Oo60)iBI(40)oKOUT(7)o

2Z(60)tXZ(60)IHEDER(5)oERS(8)tJH(_O)oX(40)tP(4O) eY(40)eKB(60)o

3E(40e40)

N=INF|X(2)

M=INFIX(4)

TQUAN=HEDER(I)

TOLER•HEDER(2)

NIaHEDER(3)

PRM=OeO

CA'.L OUANT(N|eTQUANeTOLERoACePHItBCoCCoHoDoITRI

CALL LP2STD(N1tNoMQXZ|,HoN,DoDePNItPHIeAoBoAI_BI)

CALL SIHPLX(INFIX_AQBoTOLoPRMoKOUTIERStJHeXoPtyeKBtE)

DO I0 ImItN

10 Z(I)=O,O

DO 11 I=2oM

JHH=JH(I)

IF(JHH) IIolioI2

12 ZIJHHJnXI| }

1| CONTINUE

N2n2*NI÷2

DO 13 l=loN2

13 XZ(ll•Z(2ei-ll-Z(2*l)

il=2eNl+3

NxZ=N-2eNI-2

DO 14 lelIoNXZ

d•ll+l-I

14 XZ(II•Z(J)

VALUES OF THE STATE VARIABLES AND THE SLACK VARIABLES HAVE

BEEN STORED IN VECTOR XZ

RETURN

END

!
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C. 7 Subroutine LF21_T

This subroutine is identical to LF2MAS in all respects, except it is

for time-varying systems. The calling sequence for this subroutine is

CALL LP2MAT ( INFIX, TOL, HEDER, AC, BC, CC, _{I l, HI, D1, XZI,

A, B, A_l, t_1, KCUT, Z, XZ, ._X ).

._ne listing of the subroutine is given on the ncXl page.
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C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

SUBROUTINE LP2MAT

MAIN SUBROUTINE FOR TW0 INTERVAL CONTROL BY LINEAR PROGRAMMING

FOR TIME VARYING SYSTEM

INFIX-INPUT (VECTOR) TO SIMPLX SUBROUTINE

TOLu INPUT (VECTOR) TO SIMPLX SUBROUTINE

HEDERmlNPUT (VECTOR)

HEDER(I)mQUANTIZATION PERIOD

HEDER(2)= TOLERANCE FOR OuANTIZATION

HEDER(3)= O_DER OF DYNAMIC SYSTEM

AC• COEFFe MATRIX FOR CONTINUOUS SYSTEM

BC • CONTROL VARIABLE COEFFICIENT VECTOR

CC • DISTURBANCE VECTOR

PHIl• COEFFe MATRIX FOR T=T(K)

HI• CONTROL COEFFI VECTO_ FOR T•T(K)

O1= DISTURBANCE VECTOR FOR T•TIK)

XZI•INITIAL CONDITIONS FOR THE DYNAMIC SYSTEM

Am COEFFo MATRIX OF LIPo PROBLEM IN STANDARD FORM

B= RHS VECTOR FOR LePe PROBLEM IN STANDARD FORM (OUTPUT

Aim SAME AS A (INPUT TO SUBROUTINE)

BI= SAME AS B (INPUT TO SUBROUTINE)

KOUT• OUTPUT CONDITIONS FOR SIMPLEX SOLUTION

Z• SOLUTION VECTOR OF NON-NEGATIVE VARIABLES

XZm SOLUTION VECTOR

NXZ• NUMBER OF VARIABLES IN THE SOLUTION VECTOR XZ

SUBROUTINE LP2MAT(INFIXeTOLeHEDEReACoBCeCCIPHIIIHIIDIIXZIIAIBeAll

IBI eKOUTIZoXZeNXZ)

DIMENSION INFIX(8)oTOL(4)oAC(tOelO)oBC(IO),CC(IOItPHlt(IOeIOIo

IHI (IO)e XZ| (lOIeA(4Oo60)oB(40)eA! (4'Ot60)oBI (40) oKOUT(?)e

2Z(60)IXZ(60IeHEDER(5)tERS(B)IJH(40) tX(A0IIP(40) tY(40)IKB(60)o

3E(4Oe40)eOl(lO) cO2(lOIeH2(iO) IPHI2(IOIIO)

NmlNFIX(2)

M•INFIX(4)

TQUAN=HEOER(i)

TOLER=HEDER(2)

NImHEDER(3)

PRMm0e0

CALL OUANT(NIeTQUAN_TOLE_eACePHI2iBCtCCeH2eD2e|TR)

CALL LP2STD(NltNtMoXZI,MI,H2QDXQD2ePHIXoPHi2IAtBoAIeBI)

CALL SIMPLX(INFIXQAeBoTOLtPRMeKOUTeERSeJHtXoPtYoKBoE)

DO 10 I•ItN

10 Z(ll=0e0

DO 11 l=2eM

JHH=JH(I)

IF(JHH| Ill 11, 12

12 Z(JHH)mX( I )

It CONTINUE

N2_2*NI+2

DO 13 l•ltN2

13 XZ(I)=Z(2II-I)-Z(2*I)

I1=2*N1+3

NXZ•N--2INI--2

DO 14 lml IINXZ

J•ll÷l--I ': '

|4 XZ(1)mZ(J)

DO 15 l=leNl

DO 16 JmloNI

16 _HII(I,J)•PHI2(loJ)

(OUTPUT OF SUBe|

OF SUB6)'

. ../ . ." '..
.:_ :
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C

C

H|( I)-M2(I|

15 DI(IImDa(I)

VALUES OF THE STATE VARIABLES AND THE SLACK VARIABLES" HAVE

BEEN STORED IN VECTOR XZ

RETURN

END

' " ". .'_" Z ""

•. , • ,,..• ......,.;,:..,,t..;,.'=

• v o . •

1

•• . • ;

. l"

;...,.,:, ;../..:
1.. • • ,. •:

1

• l• 1;: /l'l
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C.8
Algorithm I! -: , ;-._ -_.t

Subroutine LR?Z_S (or LPO]._T for tiac-var'jing systems) t,_c,ether _th

QUA_, LP2STD and SI_LX it:corporate the first four steps of algorithm I.

So using these subroutines, the algorithm I can be re%Titten as follows:

i. Read the input data necessary for LP2_._2 ( or LP2_',_iT)including

×=I = t: = o.

d.

.2.

Call. LP2MAS (or LP_I,_',T).

Store x(K + l), u(K).

,

5.

Replace XZI by x(K + !).

If A.K < T, go to o; if.d.K > T_ stop.

•¢

6. Go to 2 for time-invariant system; go to i for time-varying system.

C. 9 Ex@le .............. • . .... : .,. : ,i..., ".-....._..

Use the above algorithm to solve the optLmum control problem as

stated in ex.--._p_!e3 of Chapter 5, fcr a period of IO seconds with quanti-

zation period of O..L seecnd.

_p Fortran progr_.n for _nput-out_ut _ _ " '.... _a_ements and the. calling o:

the subroutinc LP2MAS, is listed below. Following t,his progr-_., the data

is listed. The solution obtained is shown in Figure 5.10.

-_: .. ,....f ..:"

Z - .

.. . , ".

• " L
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C SOURCE PROGRAM FOR INPUT--OUTPUT

DIMENSION |NFIX(SIeTOL(4),HEDER(6)4AC(10*i0)*_C(10)*CC(|0)*

1PHI| 10o 10),H(10)tD(10) ,XZ| (10)eXZ0(10)IA(40*60) o6(40)*A1 (40o60)

2B1(40) tKOUT(T),Z(60)IXZ(60I*NUT(IC)

READ INPUT TAPE _,200,(NUT111* lml* 10)

READ INPUT TAPE 5*201*(INFIX(i)*I=I*8)

READ INPUT TAPE 5,203,(HEDER( i),1m1*61

READ INPUT TAPE 5,2021(TO(-(1),lmle41

NmINFIX(2)

MalNFIX(4)

NImHEDER(3I

NONImHEDF..R(4)

NON2BNEDER(S)

READ INPUT TAPE 5,2030(XZ0( I)Qi=IeNI I

READ INPUT TAPE 5,203.(BC(I)* ImI*NI)

READ INPUT "TAPE 5*203*(CC(I)*'lmlINI)

READ INPUT TAPE 5.203. ((AC(I*J)eJmlINI)*|mlINII

CC(2)aCC(2)tHEDER(6)

CC(3)-CC(3)'HEDER(6)

DO 19 Isl,M

Bl(lImOeO

"DO 19 JultN .....

19 AIIIIJ)'O*O

DO 20 leI,NON2

20 READ INPUT TAPE 5,204, II,(BI(III)

BI(12)mBI(IZ)--HEDER(6)

BI(13)mBI(13)+HEDER(6I

B1(14)_81(14)-HEDER(6)

BI(15)mBI(15)+HEDIER(6)

Bl(16)mBI(16)--IeSiS"HEDER(6)

BI(ITIsBl(17)+le845_HEOER(61

BI(IeIzBI(16)

B1(19)eBI(17)

DO 21 IeltNONI

21 READ INPUT TAPE 5,205, IIoJlo(Al(llmJl))

200 FORNAT(1015)

201 FORMAT(815|

202 FORMAT(AEIS,S) "

203 FO_MATI6FI2Q6)

204 FO_MAT(13eFI_IBI

205 FORMAT(213oFIS, 8)

WRITE OUTPUT TAPE

WRITE OUTPUT TAPE

WRITE OUTPUT TAPE

WRITE OUTPUT TAPE

wRITE OUTPUT TAPE

wRITE OUTPUT TAPE

WRITE OUTPUT TAPE

WRITE OUTPUT TAPE

WRITE OUTPUT TAPE

WRITE OUTPUT TAPE

wRITE OUTPUT TAPE

WRITE OUTPUT TAPE

WRITE OUTPUT TAPE

WRITE OUTPUT TAPE

WRITE OUTPUT TAPE

WRITE OUTPUT TAPE

6,210,(IINUTIIIIInl,IO)

6,100

6*ZlI*(IelNFIX(IItlml*S}

6,100

6,212,(IeHEDER(I),Iwl,6)

6,100

6,213,(ItTOL(II*lml*41

6,100

6*217*(I*XZO(I)*imI*NI)

6.100

6,214,(IQBC(I)tIalINI)

6,100

6,215,(I,CC(I)*IwI*NI)

6*i00

6,216,((I*J*AC(i*J)*JmIoN1)Ilmi*NI)

6.100

'_,". . . .. • •.
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C

210

211

2t2

213

214

Z15

216
2|7 FORMAT 16(4HXZOleI2o3H

|TRAT=O

ZED=OoO

DO 51 I=IoNI

51 XZI(II=XZO(I)

IIT=O

IT=I

ITMAXmNUT(3)
DO 150 i=IIITMAX

IFIIT-(NUTI4)÷I)I27e28e28

Z8 IT'I

27 CONTINUE

55

54

57

56

26

31

FORMATIIO(4HNUT(oI2o3H )=ol3elX))

FORMAT(8(6HINFIXIeI2Q3H )=el4olX))

FoRMATI3(6HHEDER(_I2s3H .)=oFlS=B62X))

FORMATI4(4HTOL(oI2e3H )soEISeSo2X))

FORMAT (6(3HBCIoi2e3H )=oFI2e612X|)

FORMAT (6|3HCCIolZo3H )=oFI2e6t2X)l

FORMAT(5(3HAC(, 12elHo*iZo3H )m. FI2e6*2X)I

)=oFIIo6o2X))

33

CALL LP2MAS(INFIXeTOLoHEDER.ACeBCoCCoPHIeHeDeXZIeAoBe

IAI.BI.KOUTsZeXZ.NXZ)

pI=SeOe(ABSF(XZ(I ))+ABSF(XZ(4)))+OeO2e(ABSF(XZ(3)D_ABSF(XZ(6|_|

ITRAT= ITRAT+I - _.

IF(NUT( I )-ITRAT)54,55o55

wRITE OUTPUT TAPE 6o221,l(I.J¢PHlllsJ)sJIloNl)eluleNll

TAPE b, lO0

TAPE 6¢2Z2I(IeH(1). I=I¢NI)

TAPE 6.100

TAPE 6*2Z3,(I.D(iI.IoI,NI)

TAPE .6elO0

WRITE OUTPUT

wRITE OUTPUT

wRITE OUTPUT

wRITE OUTPUT

wRITE OUTPUT

CONTINUE

6.100

66225eiIioJeA(loJ)eJiloN|oinleM)

6elO0

6,2260(IoB(1)_I=IeM)

6o101

IF(NUT(2)--ITRAT)56o57,57

WRITE OUTPUT TAPE 6ol01

wRITE OUTPUT TAPE 6.224¢(I.Z(I)oIeIIN)

wRITE OUTPUT TAPE

WRITE OUTPUT TAPE

WRITE OUTPUT TAPE

wRITE OUTPUT TAPE

wRITE OUTPUT TAPE

CONTI'NUE

IF(IT-I)25e26.Z5

IIT=ilT÷I

TII=IIT

DUMMYsNUT(4|

TIMEa(IDUMMYeT! I)-(DUMMY-Ie))eHEDER(I)

ALPHI=XZ(I)-OoOOI92eXZ(3)÷HEDER(6)

ALPH2=XZ(4)-OeOOI92*XZ(6)+HEDER(6)

BMI=+IeS_5eXZ(I)-oOO3_SeXZ(3)+I2e380tXZ(TI÷1e84_eHEDER(6)

BM2=+Io845eXZI4)-eOO3_SeXZ(6)+|2e380eXZ(8)÷Ie845tHEDER(6)

ZED=ZED+XZ(J)_HEDER(I)

IF(NUT(5)-I )31_32o33

6oZ29.1TRAT

6o227.,(leKOUTll|ei=ieT)

6.100

6,228,(IoXZ(l)IisI.NXZ)

6.230.ALPHIeALPHZeBMIoBM2¢ZED

6.100

6,234

CONTINUE

wRITE OUTPUT TAPE

WRITE OUTPUT TAPE

WRITE OUTPUT TAPE

wRITE OUTPUT TAPE

WRITE OUTPUT TAPE

WRITE OUTPUT TAPE

NUT(5)=NUTIS)-I

wRITE OUTPUT TAPE

• . • ,m
p P



C

3Z

1

:>5

58

aat

222

a23

224

:'25

2:,6

2Z7

228

229

100

101

150

151

FORMAT (

FORMAT

FORMAT (

FOI_HAT (

FORMAT (

FOI_MAT

FORMAT (

wRITE OUTPUT TAPE 6,2356TIMEeXZ(I)eXZ(2)eXZ(3)tXZ(7)e

ALPH|IBMIeKOUT(I)tZED

IT-IT+I

DO 58 |=leNl

XZi(i)=XZ(I)

IF(3-KOUT(I))IflleiSOoI_I

FO_MAT(4(AHPHI[eI2tIHeelat3H )-eElSeSt2XIJ

FORNATi5(2HH(e 12e3H }=eElSeBoZX))

5(2HD(e|ao3H |=eElSeSeaX))

(5(2HZ(, Iae3H )=eE|SeSeaX))

6(213,FIa,6,2X))

7(13eFI2e6eZX))

IHOe/7(SHKOUT(ol2e3M )-e,15oZX))

(5(3HXZ(ei2e3H )=oElSeBe:)X))

15HITERAT|ON NO6 at)5//)

FORMAT(|HO|

FORMAT_[H| )

CONTINUE•

CONTINUE

:)30 FO_HAT(9HALPHA( |)=eEISe8e2XegHALPHA(2)BeE|5eStZXe61"ff}M( |)meE)5oSt

1 2XI6HBM(2)meEI5oSe2XIAHZED=eEXSeS|

231FORffiAT(IHI)

233 FORMAT(2FI:)eS)

234 FO_MATI4XeAHTIMEoI2XQ'3HPHIelOXe?HDPHI/DTIgXI_IHDZ/DTe|0XeAHBETAe

I|IXISHALPHAi ||Xe4HBeMIoTXITHKOUT(i)IgXI2H'Z///I

235 FORMAT(3X,FT,2,SXi6(EI3e6,2X)*IS)

1000 CONTINUE

CALL EXIT

END

, .,...•.

/"

DATA

, ...•.

1 1 10) I 2

4 32 40 23 2 1 100 0

0,1 0,00000001 3eO 64e0 16,

+O, iO000000E--OB+O61000dOOOE--OS-O,IOOOOOOOE--O6+O,IOOOOOOOE'Io

O, 0,0 0,0

OeO

0,0

O,

26,59

8+0,0872

9+0,0872

I0+0,0872

11+0,087R

12+0,262

13+0e262

|4+0o262

15+0e262

16+2e24

17+2e24

)8+2,24

)9+2,2_

20+e174A

2|+ei744

--0e448 10e93

0e0791 5659

leO 060 0,0791

O00 --O0108 .

0.0

0e1744

-,000153

. .' : . " .
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22** 1744

234. • 1744

! 1.1.5, 0

! 2+5,0

I 3.1.1.0,0

I 4+0,0

1 54.0,02

1 6*0.02

1 7.1.5.0

I 8.1.5,0

1 9.1.0.0

I ! 0+0,0

1 I 1+0,02

1 ! 2.1.0.02

i 13+0,0

I 14+0.0

1 15+0.0

I 16.1.0.0

12. 14-1.0

12 _'-I ,0

13 1--1,0

13 24. 1.0

14 :7.1.0

14 8--1 ,0

15 7-1,0

1_ B+l,O

12 5-0,00] 92

12 6.1.0.00192

13 54.0.00192

13 6--0,00192

14 ] I--0o00192

14 124.0.00192

IS !14.0.00192

15 I;_-0,00192

16 i.*.1,845

1'6 2-1 ,845

17 !--1 ,845

17 2.*.1,845

18 74.1,845

18 8-1,805

lg 7-1 ,845

19 8,*] ,845

16 5-- ,00355

16 64..00355

17 5.1..00355

17 6-,00355

IB I I--,00355

18 124., 00355

19 114.,00355

19 12-,00355

16 13.1.12,38

16 14-12,3B

17 13-12t38

17 34÷ 12,38

18 15*12e38

IB ! 6-12,38

19 15-1_,3B

19 164.12o38

20 1.1.1o0

20 2-1.0

21 1-1,0

\

/
/ . ,.. •
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22

Z2

23

23

2+1o0

7+leO

8-leO

7-110

8+1o0
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C.lO Recommendations to Lmprove Algoritb_ II

The truncation error encountered i_n the SI_'_:_.X

•.,...

routine is cumulative.

As a result, if the states are calculated substituting the control variable ....-

in the plant equations, they differ slightly from the results obtained

using the above algorit_Lm. The difference increases as the interval over

which the solution is found increases. This error can be avoided by the

following improvement in algorithm II.

C .ii

.." .

AIGoritb_n III

Steps i and 2 as in algorithm II. ........ i : .

3(a). _ubstitute u(K) in the plant equations and calculate _(K+I).

3(b). Store u(K) and _(K+I) as calculated in _(a).

Steps 4, 5, and 6 are the smne as before.

REFERENCE

i. HO RS _._UB Linear Progr_.Xnc Subroutine from SI_L_RE Library.
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APPENDIX.D

A STEEPDESCENTPROCEDUREFORMIN]%IIZATIONPROBLEMS

•. • • . °

A steepest descent procedure due to A. V. Balakrlshnan [i_ which

guarantees convergence of the procedure to a solution of the minimization

of a quadratic perfor_mnce index subject to a set of constraining linear •

difierential equations and satisfying the conditions of fixed initial

time and position, fixed final time and free final end-point, was adapted .....
, . .. : ,

to the formulation of the minimum problem with fixed wind for MV2 in the

seventh and tenth monthly progress reports• This procedure has the

advantage not only of guaranteed convergence, but also of convergence .

to the unique solution having the least control effort, i.e., to the

solution for which t1

J II u 112(t) dt is a minimum.

t
0

For the sake of completeness we present this procedure here. It is

desired to minimize the functional,

t 1

j=j [llx(t)ll 2 +k Ilu(t) ll2] at
t

0

(D.I)

where
n

II_(t) II 2 =2, Xi2(t)

i--1

uj2(II u(t)112 =L t)

J=l
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and the xi's and uj's are related by the linear differential equations,

n m •

dx i v-_ v-_ bi .(t) uj(t),=_. aij(t) xj(t) + _. i = l, 2, ..., n

J=l _=l (D• 2 )

satisfying the initial conditions,

xi(to) = Ci , i = i, 2, ..., n (D._)

and subject to the constraints,

t 1

II II at M2
t
0

matrix

,, • .

We shall employ the following notation• A(t) will denote the square

all(t) . " aln(t) 1
anl(t) • • . ann(t)

B(t) will denote the rectangular matrix

bll(t " " blm(t) 1
bnl(t) • . bnm(t)

< x, y > viii be used to denote the integral#

tl n,

J _ xi(t ) Yi(t) dt •

t i=l
0

X(t) is the fundamental matrix solution of

dx i v-_

d-_ = L aij (t) xj(t) ,

J=l

i = I_ ..._ n
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which satisfies

i O. . . 0 1
X(to) = I = 0 1 • • • 0

0 O... I

,. ."...-

• . • ° . •

q "'.," • _ ,_:

.. "•• .

g(t) is the vector B*(t) X*'!(t) X (t I) X(t I) C

where the denotes the transpose, C is the initial condition vector, and

t1

Ru(t)= _*(t)x*-l(t)x*(tI) u(t)_ x(tI) x'l(_)B(s)u(=) as .
t
0

Superscripts on vectors or scalars as ui(t), will denote the number of

the iteration.

The procedure is as follows.

Then choose

Guess at u(t) = ul(t), t
<t<t 1.0 _ _

-2 ¢iu (t) = ul(t) - zl(t) ,

where

1
E

= < ZI t ZI ,>

< (R + kl)Z I, ZI >

, zl(t): Rul(t)+ g(t).

t1

il 2(t)ll2
t
0

then let u2(t) = u2(t). Likewise, choose

-I+i I i .I
U = U - £

whe re

i < Zi _ Zi >
E =

< (R + kl)Z i, Zi >

Zi, = Ru i + g
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and choose

ui+l(t) = _i+l(t) if

t1

J II _i+l(t) II 2

t
0

Stop the prbcess at the jth stage if

t1

j I[ui÷l(t). ul(t)112
t
0

dt

dt < M2

is less than some preassigned quantity.

th
Suppose that at the r stage we have

t1

II_rll 2 =J II_r(t) ll 2 dt >M _ •

t
O

Then find a positive number k such that
r

t1

J 11ur+l'_r(t) I 12
t

0

dt = M2

r+l cr Zrwhere u 'kr(t) = ur(t) - ,

r
E

= < zr_ Z r,, >

< (R+Ck_)1)Zr,zr >

zr __(_+(kr)I)u2 + g

Choose ur+l(t) = ur+l'kr(t) •

No conclusive results were obtained on the speed of the convergence

of this technique. However, it is believed that it would be a worthwhile

task to attempt to adapt this technique to solving the minimax problem.

_FERENCE

IQ A. V. Balakrishnan, "An Operator-Theoretic Formulation of a Class

of Control Problems and a Steepest Descent Method of Solution,"

J. S.I.A.M. Control, Series A, vol. i t No. 2, 19633 PP. 109-127.
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APPENDIXE

MINIMUM DRIFT AND MIITIMt_ LOAD CONTROL FOR MODEL VEHICLE NO. 2

E. i Introduction

For large space vehicles where reduction in structure weight is of

prime consideration it is difficult to provide aerodynamically stable air _

frames. In order to minimize weight and achieve effective stabilization

in all phases of povered flight, within and without the atmosphere, modern _ _ :_::

day boosters are provided with swiveling engines. The control of the

booster is accomplished by suitably adjusting the glmbal angle for satis-

factory operation during the entire flight.
I

The design of control systems for present day vehicles is based on

rigid body approximation. In practice this assumption is reasonably good,

since it is possible to suppress the effect of bending and slosh in pre-

sent day vehicles.

In designing a controller for the rigid vehicle there are two _ajor

points to be kept in mind.

(i) Control" deflection angle has a hard constraint.

(ii) Aerodyna_Ic pressures may break the vehicle.

Thus it is required to design a controller, such that under expected

disturbances it is possible to steer the vehicle with the available thrust

and control deflection angle, and bring it reasonably close to the desired

trajectory at the end of the flight time, maintaining the aerodynamic

loading within the structural limits.

There are two control schemes in use which, come close to meeting the



above requirements, namely, (i) MinimumDrift Control (_DC), (ii) Minimum .....

Load Control (t,_.C). Here we shall study the behavior of MV2under these schemes.

E.2 Rigid Body Dyn_Tics of MV2

The nominal (reference) trajectory for _N2 is a gravity turn trajectory.

It is the concern of £_idance to cive a coz_mand(normally pre-progrm%med)

to ....... the trajectory (in the absence of un-accounted-for disturbances)

The control problem is to steer the vehicle close to this trajectory in

the [_resence of disturbances by perturbing the co.-.u._ndsignal. Since

we are interested in the control problem, it suffices to study the motion

of the vehicle with reference to a gravity turn trajectory.

For small perturbations from the nominal, the rigid body equations

can be written independently in three planes. Assuming a nominal gravity

turn trajectory, the perturbation equations in the Yaw and pitch planes

-_re identical. In either of these planes, the dynamics of the rigid vehicle

is described by the following equations:

+ Cl_ + C2_ = 0 " (Z._)

Z = C5¢ + C3C_ + C413 (E.2)

= c7 (E.3)

The variable involved in Equations (E.I), (E.2), and (E.3) are defined in

Appendix B.

E.3 :.5nLmt_m Load Control

_oN2 has its center of pressure ahead of its center of gravity and

hence is i_erently u.ustable. The vehicle can be artificially stabilized

by feeiin6 back a linear cembination of attitude _ucle, its derivative and

an_f.le of attack. Let

= ao¢ + al0 + boa (E.4) • -_]. " .i
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and let us ar._!yze the feedback system.

_uhs_itu_Ing (E.4) in (E.I) and (["..2) we get

; + %c2; ÷ deed,+ (eI ÷ boC2)_--o (Z.5)

'_--(_ + %C_)_ + _!C_ + (C3 + _o_)_ (E.6)

_.e characteristic equation of the feedback ;ystem, assumed tL.ne-invari-

=.... , _ given by

s3 c7c_= ÷ [ (_>_ boc,_)+ a_c_]s_

r%c7 c2c3 - + _ )c2, " ]s+ - ( " ClC4) + (do o _i (z.7)

+ c.r_o(C_Cs_ - c!c4) - c_(cI , _oCs)]--o

By properly choosing the values of ao, a! and be it ..naybe possible

to locate the roots of the CE such that in quasi-stcady state the derivatives "

of a_ol_ud angle m_d drift-rate become negligible. Assuming that this

_,_:_":_. ,_:,_, 7_,_tior.s(_._), (_._) a_d (E.e) re_uoe to (__.8), (s.9) _.d

(E.IC) respectively.

C, 0

aoC2¢ + (C1 + boC2)G = 0
(z.9)

(C_.;+ aoC4)e + (C3 + boC4)Q = 0
(E.iO)

_n (z..!!), (z.9)_d (z.lo):

= Oquasi ss

¢ = ¢
quasi ss

_=c_
quasi ss

So!vin_ for ¢ ,.._ ss' $- q.u%_. quas__ ss
and

quasi ss
from Equations (E. 3), E. 8),

• (E.9) and (E.IO) we get:

>
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¢
quasi ss

-E.L -

(c1 ÷ csbo) (c..z - %)
!

C1 + C2 (a° + bo )'

• : ._' .. - .

quasi ss

_quasi ss

%% (% - c_)

C1 + C2 (ao + b o)

aoCl(% " CTZ)

C1 + C2(a ° + bo )"

(E.13)

Now if = O, then
ao .

equasi ss O_ Bquasi ss 6

But the bending moment for Model Vehicle 2 at a point 90 meters from
.... L ,_ C "." ".

_e bottom end is given by

O
B.M. = (1.845_ + 12.38_) x lO (Z.l_)

'Znus if "the attitude feedback is zero, then in the quasi-steady state,

the bending moment or the aerodjmamic loading goes to zero. Hence

: al_+ bo_ (s.15)

is called minimum load control (MLC).

It should be emphasized here that the above conclusions are based on

rigid body assumption and are essentially true in the steady state when

_e_ half plane. It has been observedall the closed-loop poles arc in the _ _+

[i] that _ith MLC, even in q'_si-steady state, the peak value of the control

deflection angle _ and the angle of attack G are smaller as compared to

their values in other modes of control. This implies that the bending

moment, which is a function of _ and 5, would also be small. Later in this

appendix some computational results for _N2 (rigid body approximation)

with _C and _.DC are given. Here it is found that the peak value of

with l,,_Cis half of the pe_k value ._._th _DC. However the pe_k values

of _ and the bendix5 ..,om,nt _,_th _._,Care 97.h and 80.5_ respectively

of the pe_: values With _DC.
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a

, j .

.....T,_._twe consider the influence of aI and b_ on the system behavior., _. /; [.:Z.L'..-_.O

E.i Effect of al and b on System Response
-- _

(i) Let b = O; vary a
_o l-

For _._C with b = O, the characteristic equation of the system
O

red,ices to

S 5 _ (C7C 5 + alC2)S 2 + (alC2CS7 - alClC4C 7 + Cl)S

- C.C,C,, = 0
I ) I

(z.16)

k_is can be re_r.itten as:

f,

al S . _._ (C2C} - CIC4) S
l 4 W- ' c,

_2 (s 3 + csTs_ + ClS - ClCsC7)

= o (z.17)

}-'or:.N2 (at t = 8D see.) this reduces to

a! S (S _ o.ol _3)

= • $3 "_+ _ ( . .OlO73S_ - .OY9l s • .0o318)
= o (E.l_)

Or

_l s(s + o.oiU43)

+ _ " (s - o.2_25) (s - o.o_1_5) (s + o.3o_7) = o (S.19)

Now a root locus can be plotted with.a I as parameter. The roots of the

deno,ninator in (E.19) arc the open loop poles of the system. The root

locus is given in Figure E.I.

From the root locus in Figure E.I it is clear that with attitude

rate feedback alone it is possible to stabilizc the system. In case of

f.N2 for a! = 15 or larger, all the closed loop poles lie in the left half

iqanc. However it is not ___°_-;_-_ to do this in practice because of

the zero at the origin. With the zero at the origin, the the low fre-

quency response %0 rate commanls is very poor, which means the system

• .. .,. •

" : "i"
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would not respond well to guidance maneuvers.

(2) Var 7 bo, fix al.

To consider the case with a I fixed and b ° varying, let us

rewrite the characteristic equation (E.7) as follows:

"/

l+b
o

= 0

C4C7S2 + C2S - C2C5C 7

IS 3 ÷(C3C 7 + alC2)S2 + [alC 7 (C2C 3 - ClC 4) + Cl]S - CLC5C7] ......

(E._O)

With aI fixed at 2.5, Equation (E.20) reduces to

b (S + 21.45) (S - 0.04)
o

_ C4C7 (S + 1.186) (S - 0.0276 ! J 0.04386)'
(_..2z)

. .- .•.

The root locus corresponding to Equation (E.21) for increasing b ° is given

in Figure E.2.

Root Locus for a
o

Increasing

• • ,., ,..,'f.•



Proceeding along the same lines as above, a root locus can be plotted • •

for simultaneous variation of al and bo, when they are related by a con-

stant. The root locus corresponding to the case when aI = K bo, and bo

increasing is sketched in Figure (E. 3)

Figure E. 3

= O, aI = O, bRoot Locus for a ° o
Increasing

. . j -

It can be seen from Figures (E.2) and (E. 3) that for small values of

bo, the root representing the lateral motion of the center of gravity of

the vehicle is stable and may become unstable if bo is large enough. From

the characteristic equation (E. 7) it can be seen that if the constant term

is positive, the root corresponding to the lateral motion of the vehicle

is stable and if it is negative then the root is unstable. Thus

C1
= - _ the path root is at the origin, and this corresponds

if b° C2_
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: ,_ _i: '_-,i:.,..

to the case of MDC, since under this condition the lateral drift is minimum. :

CI :-......• .'-:
If b < - _ the path root is stable and the vehicle drifts with the wind. - ' -,

o C2 Cl . .. ..,:
Whereas for b > - _ the vehicle turns its nose into the wind to such

o C2 '

a degree that a positive accelaration against the _nd takes place and

the path root is unstable. From the above discussion it appears that by

a proper choice of bo, MLC and MDC can be employed simultaneously. But,

!

as will be shown shortly, this is not feasible.

We digress here to determine the rigid body natural frequency and

the dampin_ of rotatory motion.

Substituting for a and _ in Equation (E.I), from Equation (E. 3) and

(E. 15), it follows that

"_+ cI (_- c7_•%) + c21%_ + bo (_- c7_.+ %)] = 0

or

ee •. alC2®+ (cI + boC2)_= (CmCT_.+ boC2C - ClGw - boC2%)

Neglect Z and consider the homogeneous equation

o#

+ alC2 _ + (C 1 + boC2)e = 0 (E.22)

From Equation (E. Z2) by inspection

.= _ CI + boC 2n

(E. 23)

alC 2

2 V CI + boC 2

(E. 24)

Equations (E. 23) and (E. 24) g,ive approximate expressions for the natural

frequency and the damping of rotatory motion of the rigid vehicle. The

damped natural frequency is given by
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n

V i- "c
J

Now re_turning to the discussion of simultaneous MLC and MDC we

note that the rigid body _ goes to zero. _lis is undesirable because
n

small_bandwidth leads to sluggish response.
.•..-

E.5 Computational Results

For _ = 0.7 and fn = 0.2 cps, _.N2 response under _,_C in the presence

of disturbance _ supplied by _._FC (see Figure 5.]-3a) is evaluated and

presented in Figure E.4. For computational check and comparative study,

zimilar results under _,_C are also generated (Figure E.D).

(1) _nim_m Dri!_ Control

•w

fn 2_ = 0.2 cps

=O.7

(Results for the above values of f and _ have been provided by :.SFC.)
n

The corresponding values of control coefficients are:

ao = 2.hJ39_ be = 0.8875, a I = 3.945. _e drift at the end of 23 sec. is

5.7 m/see. The peak value of the B.M. is 0.613 x i06 ko,n (zu_L_m allow-

able value is 2.24 x i05 k_m) and the _r_:<imtu_value of attitude angle

is 1.8 O. The results, e:-cept for the _c_rift rate, co.%rpare fairly well with

those provided ty _SFC. According to _._FC results the dri_c rate Z varies

between _+ 0.5 m/see., with a final value of -0.5 m/see. W]_.ereas according

to the results, presented here, the drift rate does not charge sig n and

has a final value of 3.7 m/see. The difference _y be due to any possible

variations in the values of the coeffieients C1 through C 7 (see Appendix B).
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(2)

found for _ = 0.7 and f
n

b are :
o

l,_rZmum Load Control

As stated above, the system response to this control mode is

= 0.2 cps. The corresponding values of aI and

a I = 3.94 , bo = 3.58

Unlike the case of MDC, the drift in the case of MLC is 47 meters/see.

However the peak value of the bending moment is 0.4931 x lO G kgm as

compared to 0.613 x lO6 in the othercase. Because of a pole in the right

half plane, the attitude angle is much larger --12.5 °. The attitude rate

in the quasi-steady state (no shear or gt_tS in o_) is fairly small, as

assumed in the derivation of MLC.

In general _$LC does result in small bending moments,provided the

disturbance is constant or varying slowly with time and altitude. In

case of high shears there is a tendency for the bending moment under MLC

to take higher values as compared to other modes. From Figures E._ and

E. 5 we see that the bending moment at 68.5 seconds is 0.33 x lO G kgm

and 0.21 x lO G kgm under _F_C and MDC respectively. That is the bending

moment is larger under _C. Thus if there are high frequency changes in

the wind in the high aero_dynamic pressure region, then MLC mode is not

appropriate.

It appears that guidance induc_maneuvers are essential if MLC is

used. These ._neuvers would correct for excessive departures from the

nominal trajectory incurred while using MLC.

Thus far we have studied MLC for a rigid body. We next consider the

effect of _t_-wags-dog," "slosh" and "bending." It should be emphasized

that the advantages and disadvantages of MLC as discussed so far are

strictly with respect to a rigid vehicle, with no tail-wags-dog or slosh.
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E. 6 Effect of Tail-Nags-Dog

In rigid body approximation, we assumed the control force normal to

the vehicle axis to. be _X (control thrust). But if the inertial reaction

force (due to _) is considered, it can be shown that the normal control

force experiences an antiresonance. This antiresonance is called the

"tail-wags-dog" phenomenon. Taking inertial reaction force into account,

Equation (E.I) changes to

SE

+cl +c2 ÷ c ÷
IE + SE(=CG

i

For MV2

SE

C5 _-- = 0.000097

and

IE + SE (xCG - x_)

I
= 0.OO0192

Substituting the numerical values in the coefficients of (E.2b)

- 0.07910_ ÷ (.4_,8 + .000097)15 + (0.000192)_ = 0

or

°_

- 0.0791 _ + 0.000192 (_ * _340_) = 0

Thus tile frcquency of antiresonancc is

w =W2340 = _8.4 rad./see.

or f= 7.6 cps.

Since the antiresonance frequency is fairly high compared to the desirable

control freqdency, this phenomenon is of negligible consequence under MLC.

In terms of root locus plot, tail-wags-dog phenomenon introduces a

pair cf zeros _on.-the imaginary axis, at _JhS.4.
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E-7 Effect of Propellant Slosh_ng

In large boosters using liquid propellants, sloshing or splashing of

propellants against the walls of the booster is a problem of serious con-

cern. The sloshing phenomenon is analyzed by a mass-spring analogy.

, _2 + 2W.
effect of sloshing is to introduce a dipole of the form l

S2 ,2+ W .
i

The

where w. is the frequency of oscillation of the sloshing mode at ith station.
I

If damping is taken into account, the dipoles become complex in nature. The

sloshing poles are non-dominant because of their close proximity to sloshing

zeros.

E.8 Effect of Bending

Similar to the effect of slosh, bending introduces dipoles in the plant

transfer function. For MV2, the first bending frequency is close to the slosh

frequency.

Bending creates the most critical problems associated with closed-loop

stability. The attitude gyros sense the vehicle bending modes in addition

to rigid body attitude changes. The change in _ is due to the bending modes

and to true change in the attitude angle of the rigid body; this in turn

may excite the-bending modes further and an eventual instability may result.

E. 9 Discussion and Conclusion

The results obtained for rigid body approximation to MV2 under MLC are

L

impressive. The peak value of the bending moment is well within the given

constraints. Tail-wags-dog may be entirely neglected from the problem of

analysis and design for the rigid body. However low slosh and first bending

frequencies area:matter of_concern. ;

A rule of thumb is tD have the control frequency about 1/4 of the
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first bending mode frequency. However in the case of MV2 with a control

frequency of 0.2 cps, the ratio between the control frequency and the first

bending frequency (0.36 cps) is l:l.8. Hence for successful operation of

the flexible vehicle a good filter needs to be designed, so that only the

true attitude rate and angle of attack may be fed back.

From the results in Figures E.4 and E. 5 the following concluslon:

can be made: With either mode of control, MLC or MDC, the peak value of

the bending moment is well below the design limit 2.24 kgm. A reduction

of 20_ in the peak value of the bending moment under MLC does not seem

to be of much value when one considers the large drift and attitude devia-

tion from the nominal trajectory that results under MLC. If MLC is

used, guidance induced maneuvers are essential to account for excessive de-

parture from the nominal trajectory.
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